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Abstract

Exponentiated distribution has been used in reliability and survival analysis especially when the data is cen-
sored. In this paper, we derive Bayesian estimation of the shape parameter, reliability function and failure rate
function in the exponentiated distribution family based on Type-II right censored data. We here consider conju-
gate prior and noninformative prior and corresponding posterior distributions are obtained. As an illustration, the
mean square errors of the estimates are computed. Comparisons are made between these estimators using Monte
Carlo simulation study.
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1. Introduction

For a random variable with probability density function u#(x) and cumulative distribution function
U(x), its exponentiated distribution has the probability density function(pdf), and cumulative distri-
bution function(cdf), given respectively, by

FO ) = AU u(x) (1.1)
and

F(x;2) = [UXIY, (1.2)

where A > 0 is shape parameter of interest.

For the special case 4 = 1, this is the original one. For reliability and survival analysis, a half
logistic distribution or a half triangle distribution can be considered. These have been used exten-
sively in reliability and survival analysis particularly when the data is censored. For the half logistic
distribution and the half triangle distribution,

[1—e 5

Ulx) = R
|1 +e @

], x>0, 0>0

and

, O<x<o,0>0,

Ux) = :1 —(1 - g)z
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respectively, where o is a scale parameter. Inferences for the half logistic distribution were dis-
cussed by several authors. Balakrishnan and Puthenpura (1986) introduced the best linear unbiased
estimators of location and scale parameters of the half logistic distribution through linear functions
of order statistics. Balakrishnan and Wong (1991) obtained approximate maximum likelihood esti-
mates(AMLEs) for the location and scale parameters of the half logistic distribution with Type-II right
censored sample. Recently, Kang ef al. (2008) derived the AMLEs and maximum likelihood estimator
of the scale parameter in a half logistic distribution based on progressively Type-II censored samples.
A triangle distribution was applied to a kernel function in non-parametric density estimation. Johnson
(1997) studied the possibility of using the more intuitively obvious triangular distribution as a proxy
for the beta distribution. Some properties of the triangular distribution was studied by Balakrishnan
and Nevzorov (2003).

From (1.1) and (1.2), the reliability and failure rate function of exponentiated distribution family
(EDF) are obtained, respectively, by

R(@) = 1-[UM] (1.3)
and
f@ _ U@ )
h = 2 , 1.4
“= ko 1- U@ (4
respectively.

In Bayesian estimation, we consider two types of loss functions. The first is the squared error loss
function (quadratic loss) which is symmetrical, and associates equal importance to the losses due to
overestimation and underestimation of equal magnitude. But in life testing and reliability problems,
the nature of losses are not always symmetric. For example, if an overestimate is usually much more
serious than an underestimate, the use of a symmetrical loss function might be inappropriate. As a
useful alternative to the squared error loss function, the second is the linex (linear-exponential) loss
function which is asymmetric. It was introduced by Varian (1975) became popular due to Zellner
(1986). The linex loss function may be expressed a [(A) o< exp(cA) — cA - 1,c # 0, where A = H-0.
The sign and magnitude of the shape parameter c reflects the direction and degree of asymmetry,
respectively. When c is positive, the overestimation is more serious than underestimation and the
situation is reverse when c is negative. If ¢ tends to zero, the linex loss function tends to squared error
loss function. By Zellner (1986), the Bayes estimator of 8, denoted by 91 under the linex loss function
is given by 6, = —1(1/c) log { E, [exp(—c6)]}, provided that the expectation E; [exp(—c#)] exists and is
finite.

2. Maximum Likelihood Estimation

First, we derive the maximum likelihood estimator of the shape parameter and reliability function
under the Type-II right censoring, where the test terminates as soon as the # item fails (» < n). Let

X1, ..., X denote the observed failure times for first r components from an exponentiated distribution
having a pdf f(x;A) and x(,...,x) denote corresponding order statistics of the random sample
X1, ..., X Then, the likelihood function of r failure items is given by

L) =

(n—

! ’ 4 _ n—r
d it ];[(u,-)Uf Ha-ud), @.1)
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where u; = u(xy), Ui = U(x)) and U, = U(x(y). If r = n, then Equation (2.1) reduces to complete
data. In general, the original distribution has its own parameter, say o~. That is, U(x) = U(x; o). For
now, we assume that the parameter o~ is known and left to be dealt with later.

Form (2.1), the natural logarithm of the likelihood function is given by

log L(A) = K + rlog A + (A — 1)Zlog Ui+ (n-nlog(1-0}),
i=1
where K is a constant. The MLE of A, denote by 1, is given by

r

A= — .
(- (U;'=1) logU, - £1_, log U;

2.2)

This equation is in implicit form, so it may be subsequently solved with a numerical method such as
Newton-Raphson or Bisection. The MLE of reliability function R(f) may be obtained by replacing A
by Ain Equation (1.3), then the MLE of the cumulative failure rate function H(f) = —log R(f) can be
obtained.

3. Bayesian Estimation

The natural family of conjugate prior for A is a gamma distribution with pdf

_ ﬁ a-1 -1
D) = Fg e a>0,8>0. (3.1)

Applying Bayes theorem, we obtain from Equation (2.1) and (3.1) the posterior density of A as
r+a

T n—=r
pl — —/lr-#o/—l -TA 1= U/l , 32
A = T+ e (1-1y) (3-2)

where M| = Z;:{)(—l)j(";r) A+ jV, Ty T =B+ 2 Vi, V. =log U7 and V; = log Ui‘l. Refer
to Appendix for detailed proofs in this section.
3.1. Estimation of shape parameter 1

The Bayes estimator of A under squared error loss function is given by

N r+a M
1 2

s = T M]?

where M, = Z;:S(_])j(”;f) 1+ er/T)—(r+a+l).
The Bayes estimator of A under linex loss function is given by

3 1l M,
= — 10 —,
! C gM3

where M5 = Z;?;g(—l)j (";’) (1 + (c+ jV,)/T)™""® and c is the scale parameter of linex loss function.
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The 100(1 — @)% HPD credible interval (I,, u,) of A is given by the simultaneous solution of the
equations

n—r An—r 1 T r+a
l—a=> 00—
= Jj )M \T - jlogU,

X [[/(T = jlog Uua,r + @) =T (T = jlog Upla, 1 + @)

uy L —Uur\TT = Tl
I 1-U" |

where I';(a, b) = 1/T(b) foa 22 le tdz, the incomplete gamma function.

and

3.2. Estimation of reliability function R

Consider the reliability function R = R(¢) is parameter itself. Replacing A in terms of R by that of
(3.1), we obtain posterior density function of R as

r+a

_ P r+a—1 G]V(rR) "
n(R[x) = T+ [G1(R)] exp[(1 - P)Gi(R)] (1 - U, ) , (3.3)

where G{(R) = log(1-R)™'and P =T/V,.
Assuming the quadratic loss is appropriate, the Bayes estimator of reliability function R is

A M.
R, = =2,
M,
where My = S35 (=" )1+ JVo/T) ™ = {1+ GV, + Vo) T) ).
Under linex loss function, the Bayes estimator of R is

N 1 Ms
R=1--log|—],
1 COg(Ml)

where Ms = 3% ¢'/it 275~ DI(") (1 + GV, + iV T,

3.3. Estimation of cumulative failure rate function H

To derive the Bayes estimator of the cumulative failure rate function H(¢) = —log R(¢), we first obtain
the posterior density function of H = H(¢), which can be given by

pPrta -H

H =
T = T a) T+ et

[Ga(H)I™" exp [PGy(HD] (1 - Usz(Hw,)”*f ,

where G,(H) = log(1 — e~ #)~1.
The Bayes estimator of H relative to quadratic loss is
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where Mg = 32, S0 (<1/i (" )AL+ GV, + V) T,
When the linex loss function is appropriate, the Bayes estimator of H is

0 11 M,
= —10 —,
! c & M7

where My = o Z16(=D™(" )AL + GV, + iV T,

3.4. Noninformative prior for A

For the situation where no prior information about the shape parameter A is available, one may use
the quasi density as given by

1
() = 5. A4>0.d>0. (3.4)

This contains Jeffery’s noninformative prior as a special case when d = 1. It follows, from (2.1) and
(3.4), that the posterior distribution of 4 is given by

mAX) = Lma"—de-“ (1-u)), (3.5)
NI(r—d+1) r
where Ny = 220~ 1/(") (1 + jV,/@) "D and Q = 37, Vi.
The Bayes estimator of A under squared error loss function is given by

3 r—d+1&

s = Q _Nl 5
where N, = 2?26(—1)"‘("7) (1 + jV,/Q)—4+D,
The Bayes estimator of A under linex loss function is given by

- 1 N,
A= —-log|—|,
1 Cog(N3)

where N3 = Z?;S(—l)‘i (";r) {1+ (c+ jV)/0) %D and ¢ is the scale parameter of linex loss func-
tion.
The 100(1 — @)% HPD credible interval (I, u,) of A is given by the simultaneous solution of the

equations
n-r m=-r1 Q )r—d+l
l-a= -yl )=
/Z-;‘( )( J )NI(Q_]IOgUr
X [[((Q = jlog Upua,r —d + 1) = I1,((Q = jlog Uply, r —d + 1]
and

r—d+1 uy \n—r
(u_)) (1 - U,A) _ QL)
I 1-Ul

where I';(a, b) = 1/T'(b) foa ’~le™dz, the incomplete gamma function. Similarly, we can estimate the
reliability function R and the cumulative failure rate function H.
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3.5. Estimation of the distribution U(x)

If the parameter o of original cdf U(x) is known at the beginning we can consider a joint prior distribu-
tion of (4, o) and then perform a fully Bayesian inference using a Markov chain Monte CarloMCMC)
algorithm. We simply estimate the parameter o and then plug it in since the shape parameter A is the
parameter of interest. The nuisance parameter o~ can be estimated by maximizing its marginal likeli-
hood,

L(o) = f [f(Xlo, Hr()dA. 3.6)
That is,

0 = arg max L(o).
>0

Note that the marginal likelihood of o~ can be obtained by

S0 )

or

T(r—d+1) AN
Y Sl G (R

The variance estimation of A4 may require adjustment to allow proper account for the uncertainty
caused by estimating o because of

Var(A|x) = Eqx [Var(A|x, 0)] + Varg [E(AX, 0)].

4. lllustrative Examples

In this section, we present two examples to illustrate previously discussed estimation methods.

4.1. Real data

Mann and Fertig (1973) give failure times to airplane components subjected to a life test. The expo-
nentiated half logistic distribution has often been found as a suitable model in such situations. The
data are Type-II censored: 13 components were placed on test and the test was terminated at time of
failure. Failure times (in hours) of the 10 components that failed were given as

0.22 0.50 0.88 1.00 1.32 1.33 1.54 1.76 2.50 3.00

In this example, we assume that underlying distribution of this data is an exponentiated half logistic
distribution based on Type-II censoring (i.e., n = 13 and » = 10). From (2.2), the MLEs A =1.54991,
R(t = 0.3) = 0.947761 and H(r = 0.3) = 0.05365 are obtained. To employ the Newton-Raphson
method, the second derivatives of the log-likelihood function are required; however, these may be
complicated and the Bisection method is used since it is based on halving the interval. Using the
formulae presented in Section 3, the Bayes estimators of A, R(t = 0.3) and H(t = 0.3) are calculated
under two types of loss functions such as the squared error loss function and the linex loss function.
These values are given in Table 1 and Table 2. The 95% HPD credible intervals for the shape parameter
A based on gamma prior and quasi prior are (1.2139, 1.9547) and (1.1231, 1.9809), respectively.
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Table 1: Bayes estimators using the gamma prior with @ = 3.0 and 8 = 2.5.

As AL(c=0.5) Rg(r=10.3) Ry(c=5)(t =0.3) Hg(t=10.3) Hp(c=5(t = 0.3)
1.59129 1.55297 0.93767 0.93331 0.06554 0.0602

Table 2: Bayes estimators using the quasi prior with d = 2.

As AL(c=0.5) Rs(t=0.3) Ry(c=5)(t =0.3) Hg(t=0.3) Hye=5)(t=0.3)
1.58842 1.53804 0.93265 0.92544 0.07154 0.06369

Table 3: Relative mean squared errors for the estimators of the shape parameter A, R(f) and H(f) when prior is
gamma density with @ = 6.0 and 8 = 1.5.

n r A As A =3 R Ry Ric=s) H Hy Hie-)
20 20 0.1437 0.1567 0.0886 0.0010 0.0005 0.0003 0.0016 0.0007 0.0010
15 0.1324 0.1477 0.0938 0.0010 0.0005 0.0003 0.0014 0.0006 0.0009
30 0.0734 0.0900 0.0442 0.0006 0.0003 0.0002 0.0008 0.0004 0.0006
30 25 0.0701 0.0869 0.0460 0.0005 0.0003 0.0002 0.0008 0.0004 0.0006
20 0.0664 0.0838 0.0484 0.0005 0.0003 0.0002 0.0008 0.0004 0.0006
40 0.0455 0.0590 0.0257 0.0004 0.0002 0.0002 0.0005 0.0003 0.0004
40 35 0.0441 0.0576 0.0265 0.0003 0.0002 0.0002 0.0005 0.0003 0.0004
30 0.0426 0.0562 0.0275 0.0003 0.0002 0.0002 0.0005 0.0003 0.0004

Table 4: Relative mean squared errors for the estimators of the shape parameter A, R(f) and H(¢) when prior is
quasi density with d = 0.4.

n r A As =3 R Ry Ri(c=s) H Hy Hi-)

20 20 0.1437 0.2468 0.1352 0.0010 0.0008 0.0004 0.0016 0.0010 0.0015

15 0.1324 0.2322 0.1432 0.0010 0.0007 0.0003 0.0014 0.0009 0.0014

30 0.0734 0.1206 0.0618 0.0006 0.0004 0.0003 0.0008 0.0006 0.0008

30 25 0.0701 0.1163 0.0643 0.0005 0.0004 0.0003 0.0008 0.0005 0.0008

20 0.0664 0.1122 0.0676 0.0005 0.0004 0.0002 0.0008 0.0005 0.0007

40 0.0455 0.0728 0.0342 0.0004 0.0003 0.0002 0.0005 0.0004 0.0005

40 35 0.0441 0.0710 0.0352 0.0003 0.0003 0.0002 0.0005 0.0004 0.0005

30 0.0426 0.0692 0.0364 0.0003 0.0003 0.0002 0.0005 0.0003 0.0005

4.2. Simulation assessment

To compare the performance of the Bayes estimators of A, R(f) and H(¢) under the squared error loss
function and the linex loss function, we simulated the mean squared errors of all proposed estimators
through Monte Carlo simulation method. The prior parameters chosen (a,8) = (6.0, 1.5), that yield
the generated value of 4 = 3.54714 as the true value. The true values of R(f) and H(f) at time
t = 0.4 are computed to be R(t = 0.4) = 0.79465 and H(t = 0.4) = 0.22985. Using the true
value of A, the Type-II censored data from the exponentiated half triangle distribution are generated
for sample size n = 20, 30,40 and various Type-II censoring schemes. Using this data, the mean
squared errors of the Bayes estimators of A, R(f) and H(r) under the squared error loss function and
the linex loss function are simulated by the Monte Carlo method based on 10,000 runs for sample size
n = 20, 30,40 and various choices of censoring under Type-II censored samples. These values under
the gamma prior and the quasi prior are given in Table 3 and Table 4, respectively. The MLEs of 4,
R(?) and H(¢) are compared with Bayes estimators under the squared error loss function and the linex
loss function in terms of estimated MSE. The computation of Bayes estimators is more tentative than
MLEs. The Bayes estimators under the linex error loss function (that is asymmetric) show an overall
better performance than their corresponding MLEs and Bayes estimators under the squared error loss
function (that is symmetric); however, Bayes estimators under the squared error loss function provide
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Table 5: Coverage probabilities of the estimators of the shape parameter A when prior is gamma density with

a=6.0and B = 1.5.

Yongku Kim, Suk-Bok Kang, Jung-In Seo

n r A As ;lL(C:3)

20 20 (0.0341, 0.9363) (0.0387, 0.9398) (0.0421, 0.9415)
15 (0.0310, 0.9215) (0.0352, 0.9372) (0.0411, 0.9389)
30 (0.0398, 0.9378) (0.0424, 0.9403) (0.0451, 0.9421)

30 25 (0.0387, 0.9324) (0.0398, 0.9372) (0.0425, 0.9418)
20 (0.0345,0.9312) (0.0375, 0.9332) (0.0420, 0.9412)
40 (0.0436, 0.9413) (0.0487, 0.9476) (0.0498, 0.9487)

40 35 (0.0414, 0.9387) (0.0455, 0.9418) (0.0463, 0.9431)
30 (0.0401, 0.9215) (0.0421, 0.9401) (0.0454, 0.9427)

Table 6: Coverage probabilities of the estimators of the shape parameter A when prior is quasi density with

d=04.

n r A ;ls /NlL(C:3)

20 20 (0.0305, 0.9225) (0.0327, 0.9309) (0.0373, 0.9332)
15 (0.0287, 0.9198) (0.0310, 0.9293) (0.0352, 0.9301)
30 (0.0358, 0.9298) (0.0401, 0.9325) (0.0432, 0.9389)

30 25 (0.0338, 0.9253) (0.0379, 0.9319) (0.0412, 0.9356)
20 (0.0310, 0.9219) (0.0322, 0.9312) (0.0371, 0.9329)
40 (0.0397, 0.9368) (0.0437, 0.9405) (0.0446, 0.9428)

40 35 (0.0382, 0.9315) (0.0425, 0.9388) (0.0434, 0.9401)
30 (0.0368, 0.9288) (0.0402, 0.9327) (0.0405, 0.9390)

superior results than others for the cumulative failure rate H(¢). Table 5 and Table 6 shows that an
(informative) gamma prior provides a better match to the target coverage probabilities’ 0.05 and 0.95
than a (noninformative) quasi prior especially when the sample size is small.

5. Concluding Remarks

In this paper, we present the Bayesian and Non-Bayesian estimator of the shape parameter A, relia-
bility function R(f) and cumulative failure rate function H(¢) of the exponentiated distribution family
with Type-II censoring. Bayes estimators under the squared error loss function and the linex loss
function are derived. The MLE’s are also obtained through the use of a gamma prior and quasi prior.

Appendix
1. The posterior density of A:

Aexp (A3, log Up) (1 = U 2% exp(=BA)
fom Xexp (A3, log Uy) (1 — UM ae=1 exp(-BA)dA’

m(Ax) =

where

n—r

the denominator = f A+ lexp (/l {Z log U; —BD Z(—l)'f(n - r)U{/ld/l
0 i=1 =0 J
= Z(—l)j(n B r) f A exp {—/l [ﬁ - Z log U; — jlog U,D da
= J 0

i=1
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3 T(r+a) nz_i(_l)j(n - r) (1 jlogU, )_(”")
(ﬁ - Z;:l lOg Ui)r+a =0 .] ﬂ - Z;:l log Ui '
Therefore

r r+
(B— 2=y log U)™ a1 ~AB-L1, log U (1 _ U:l)”".

") = = o+ @)

2. Bayes estimator of A under SELF:

0 r r+a
B = [ A Z 10U o s osu) (1-v)f
0 M] F(r + a’) r
(ﬂ _ Z}"—l IOg Ui)r+a 00 B . . e
= = /lrJra/ A(B 2:‘:1 log U;) 1— U,1 d/l
M\T(r + ) fo ¢ ( )

_ B - Zle log Ui)r+a I'r+a+1) nz_i n-—r e (1 - plog U, —(r+a+1)
M\IL(r+a)  (B- X, logUy+e+! B2 log Ui
)(r+a+l)

p=0
r+a — (n—r plogU,
= - (—1)p(1 T AT ~T a7
Mn(ﬂ—Z,-:llogUi);( p ) B— Xzt logU;

3. Bayes estimator of A under LLF:

A = —% log E,, [e*M] ,

where
— B = i log U™ L st . n—r
Eﬂ cAd — cAd i /1r+a 1 ,—AB-Xi_,logU)) 1-— U/l da
e fo ¢ MT(r+a) ¢ (1-u)
— (ﬁ - Z;:l lOg Ui)r-HY foo /lr+a—le—/l(ﬂ+c—2:;1 log Uy) (1 _ U/l)n—r i
M[F(l" + 0/) 0 "
B2 log Uyt (- -1y I'(r+a)
B MI(r+a) &\ p B+c—Y_ logU;— plogU,)+
_ B-2i_logU)™“ Fr(r+a) "Z_i n—r 1+ c—lzlogU, ~(r+a)
M\I(r+a) (B = 2i logU)re 0 B -2 logU;
1 n—r _ —nl g —(r+a)
= — (n r)(_l)P(l + CIZ—OgU) .
M, = p ﬂ—Z,-zl log U;
Therefore,

P B— i logU;
1 M,

ST R )
p=0\ p B-Xi-y logU;

_ 1 1 n—r _ _pl g —(r+a)
A= —Llog Z(” r)(_l)p(l . %)
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4. HPD credible interval of A:

U U (ﬂ _ Z}":l IOg U[.)V‘Hl’ o apsr n—r
Ax)dA = ' rralem i loeUn (1 — gAY g
f, (%) . MTr+a) ¢ (1-u)

Sy (n j r) 1 ( ; )w S
=) V) e
= J JM\T - jlogU, L(r+ @) Jir-jlog vy

Sl bl
= Jj M \T - jlogU,

X [T1((T = jlog U u,r+ @) —T1((T — jlogUp)L r + @)].

5. The posterior density of R(%):
Since R=R() =1-[1—-(1 —t/o)* 14,

log(1 - R dr|™ 1
A= 10gd=R) and _’ -
log[1 - (1 - 1/0)?] da (1-R)log U,
Therefore,
dR -1
A(RIX) = AR |
_ (B iy log U™ (A(R))+o= ¢~ ARB-XL- Tog U)) (1 _ U/l(R))”” _ 1
MiT(r +a) ’ (1-R)log U,
B -, Uy 1 ra o | p’E{:’:g]UOSU,‘H T
=1 7! -1\ ! log U
= log(1 — R S 1=U. &%
M\I'(r+a) (logU,) <0g( ) ) (1 —R) [ r ]
Tr+e 1\ el 1 l_vl/ log(1-ry~! 70T
=——— (=] (log1 =R — 1-u, "
e v) (=) ) e
pr+a

Gy (&) 1T
— G R r+a—1 Gi(R)(1-p) 1-— Ur Vi ,
MG+ o) BT e

where V, = log U;!, G{(R) = log(1 - R)' and p = T/V,.
6. The posterior density of H(#):
Since H = H(t) = —log R(¢),
dH|™!
R=e¢* and ‘—' =R=¢".
dR
Therefore,

dH -1
r(HIX) = 7(RUEDN| = |

pr+a/ (log(l _ e’H)7 1 >r+a—l e(log(lfé_H)_l )(17[7)

]og(l 75’1'1)7] n=r
- 1 _ Ur Vi H
MT(r+a) ¢
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pr+a | 1 1-p Gy(H) =T u
-—L Gy —| |1-U"
MG+ a) O (1+eH) [ ] ¢
pr+a 1 GaH) eH Gy =1 H
- < H r+a— 2 Pl _— 1 _ Vi
MG o) 2 e (l+e”)[ U ] “

where Go(H) = log(1 — e~7)1.

7. The rest can be proved in a similar way.
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