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Abstract: With the incitation to reduce power consumption and the
aggressive reuse of spectral resources, there is an inevitable trend
towards the deployment of small-cell networks by decomposing a
traditional single-tier network into a multi-tier network with very
high throughput per network area. However, this cell size reduc-
tion increases the complexity of network operation and the severity
of cross-tier interference. In this paper, we consider a downlink
two-tier network comprising of a multiple-antenna macrocell base
station and a single femtocell access point, each serving multiples
users with a single antenna. In this scenario, we treat the following
beamforming optimization problems: i) Total transmit power min-
imization problem; ii) mean-square error balancing problem; and
iii) interference power minimization problem. In the presence of
perfect channel state information (CSI), we formulate the optimiza-
tion algorithms in a centralized manner and determine the optimal
beamformers using standard convex optimization techniques. In
addition, we propose semi-decentralized algorithms to overcome
the drawback of centralized design by introducing the signal-to-
leakage plus noise ratio criteria. Taking into account imperfect CSI
for both centralized and semi-decentralized approaches, we also
propose robust algerithms tailored by the worst-case design to mit-
igate the effect of channel uncertainty. Finally, numerical results
are presented to validate our proposed algorithms.

Index Terms: Beamforming optimization, convex optimization,
femtocell, imperfect channel state information, macrocell, power
control, two-tier network.

1. INTRODUCTION

The ever-growing need for wireless communications to im-
prove coverage and provide high data rates leads to a substan-
tial demand for new spectral resources and more effective trans-
mission strategies [1]. Furthermore, energy consumption and
electromagnetic pollution are becoming main societal and eco-
nomical challenges that future communication systems have to
tackle. An effective way to deploy such wireless networks is
to decompose a traditional single-tier network into a multi-tier
network with very high throughput per network area. As a re-
sult, a femtocell technology has recently received considerable

Manuscript received December 11, 2010,

This work was supported by the National Research Foundation of Korea
(NRF) grant funded by the Korea government (MEST) (No. 2011-0018071 and
No. 2011-0001274).

Y. Jeong and H. Shin are with the Department of Electronics and Radio En-
gineering, Kyung Hee University, 1 Seocheon-dong, Giheung-gu, Yongin-si,
Gyeonggi-do, 446-701 Korea, email: {yjeong, hshin} @khu.ac kr.

T. Q. S. Quek is with the Institute for Infocomm Research, A*STAR, 1
Fusionopolis Way, #21-01 Connexis South Tower, Singapore 138632, email:
gsquek@ieee.org.

attention for industrial standardization (see, e.g., [2]-[5] and ref-
erence therein). A femtocell network is a low-power and cost-
effective communication system, which connects to the core net-
work (e.g., macrocell network) via backhaul links.

Depending on the access control mechanism employed by the
femtocells, the effect of cross-tier interference will differ signifi-
cantly [3], [4]. In terms of access control, one can adopt open- or
closed-access schemes in femtocell networks. The open-access
scheme allows nearby macrocell users (MUs) to access the fem-
tocell network freely by providing a cost-effective way to im-
prove their capacity and coverage. In the closed-access scheme,
only subscribed users are given authority to access the femtocell
network. In particular, cross-tier interference for closed-access
femtocell access points (FAPs) can significantly deteriorate the
signal-to-interference-plus-noise ratio (SINR) at the MUs and
macrocell base station (MBS) in the downlink and uplink sce-
narios, respectively. Therefore, interference management is one
of the important challenges in femtocell networks [6]-{9].

Both centralized and distributed uplink power control al-
gorithms were considered in {6} for single-antenna macro-
cell networks underlaid with single-antenna femtocell net-
works. Adopting an information-theoretical approach, the up-
link achievable rate regions were derived in { 7] for the MBS and
FAP with interference cancellation in single-cell and multicell
systems, respectively. The uplink capacity analysis and inter-
ference avoidance strategy were presented for a two-tier code-
division multiple-access network [8] and the downlink coverage
analysis was further extended to the multiple antenna case with
zero-forcing precoder {9]. Simple transmit beamforming meth-
ods for FAPs were proposed in [10] to mitigate the cross-tier
interference to the MU without any guaranteed quality of ser-
vice (QoS). The interference avoidance exploiting the character-
istics of orthogonal frequency-division multiple-access systems
was used in [11] to manage the cross-tier interference between
femtocells and macrocells. The downlink carrier selection and
transmit power control were proposed in [12] as key techniques
to manage the cross-tier interference for 3G systems. Despite
the aforementioned contributions, the two-tier optimization ac-
counting for the interference management and system complex-
ity in femtocell networks has not been well studied. For ex-
ample, the multiple-input multiple-output (MIMO) optimization
for femtocell networks has not been well studied, especially ac-
counting for the uncertainty of channel state information (CS}).
The backhaul links between the macrocell and femtocell base
stations are also likely to be (bandwidth) limited since they usu-
ally leverage on the user’s broadband internet connection.

It is well-known that multiple antennas can be utilized to re-
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alize the multiplexing gain, diversity gain, or antenna gain, thus
enhancing the data rate, the error performance, or the SINR
of wireless systems, respectively [13]-[17]. Particularly, in a
multiuser or interference-limited scenario, there has been con-
siderable research work that investigated the use of beamform-
ing techniques to suppress interference as well as to satisfy the
system QoS [18]-[24]. In [18] and [19], transmit power min-
imization and SINR balancing problems were studied through
jointly optimizing the downlink beamformers and transmission
power. The efficient algorithms were proposed in [20] for the
minimum mean-square error (MMSE) balancing and aggregate
mean-square error (MSE) minimization problems. In [21], the
effect of imperfect CSI estimation on MIMO beamforming was
addressed for CDMA systems. An alternative approach for de-
signing transmit beamforming vectors based on the signal-to-
leakage-plus-noise ratio (SLNR) was proposed in [22]-{24] for
downlink multiuser MIMO channels.! Therefore, it is attrac-
tive to explore the potential of employing MIMO optimization
in femtocell networks, accounting for imperfect CSI and the
amount of coordination between inter-tier networks.

In this paper, we consider a downlink two-tier network com-
prising of a multiple-antenna MBS and a multiple-antenna FAP,
each serving multiple users with a single antenna. In this sce-
nario, we formulate the following beamforming optimization
problems: i) Total transmit power minimization problem, ii)
MSE balancing problem, and iii) interference power minimiza-
tion problem to ensure that each QoS of the MUs and home users
(HUs) can be satisfied. The main contributions of this paper are
as follows.

o Centralized and semi-decentralized designs: Under perfect
CSl1, we solve the above optimization problems when a
backhaul equiprment is available. However, in practise, such
a backhaul equipment may not always be present or fea-
sible [25], [26]. To design the beamformers in a semi-
decentralized manner, we decouple the beamforming and
power allocation problems by first designing the beamformer
in a distributed fashion using the SLNR criteria. The SLNR-
based beamformer is attractive since it only requires the CSI
from the transmitter to its own serving users and its victim
users to which it causes interference. Next, we determine the
power allocations at the MBS and FAP locally by exchang-
ing only minimal information.

Robust design with imperfect CSI: Due to the nature of wire-
less propagation environments and the latency in sharing of
the CSI between the MBS and FAP, it is difficult to obtain
perfect CSI of all the links. Therefore, using the concept of
robust worst-case design [27]{30], we further “practicalize”
our centralized and semi-decentralized beamforming algo-
rithms taking into account such CSI uncertainty.

The layout of this paper is as follows. In Section II, we present
the system model of two-tier networks. Section III formulates
the optimization problems assuming perfect CSI and the pres-
ence of a centralized network controller. In Section IV, we pro-
pose semi-decentralized design to solve the optimization prob-

IThe co-channel interference is caused by all other users at a desired user,
while the leakage refers to the interference generated by the signal intended for
the desired user on the remaining users. Hence, the leakage indicates how much
signal power is Jeaked into the other users [22].
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Macrocell network

Fig. 1. Two-tier networks comprising of a single macroceli network and
a single femtocell network. The blue lines indicate the desired links
whereas the red lines indicate the cross-tier interference.

lems with minimal exchange of information between the MBS
and FAP. Section V extends our proposed centralized and semi-
decentralized algorithms to robust counterparts in the presence
of imperfect CSI. In Section VI, we provide some numerical re-
sults and finally, conclusion is drawn in Section VIL

Notation: Throughout the paper, we shall use the following
notation. Boldface upper- and lower-case letters denote matri-
ces and column vectors, respectively. The superscripts T' and
1 stand for the transpose and transpose conjugate, respectively.
We use C, R, and R, to denote the field of complex num-
bers and the sets of nonnegative real numbers and positive real
numbers, respectively. We denote a vector with all one elements
by 1 and an identity matrix by I. The notations | - |, || - ||, and
|| - llr denote the absolute value, the standard Euclidean norm,
and the Frobenius norm, respectively. The trace operator of a
square matrix is denoted by tr (-). Finally, we use CN (1, o?)
to denote a circularly symmetric complex Gaussian distribution

with mean z and variance o2.

1I. SYSTEM MODEL

As illustrated in Fig. 1, we consider a downlink two-tier net-
work where the MBS and FAP (transmitters) have Ny, and Ny
antennas, respectively. In particular, we consider the closed-
access scheme whereby MBS and FAP transmissions occur si-
multaneously in a common frequency band with L MUs and K
HUs. Each of the MUs and HUs is equipped with a single an-
tenna. In this model, we are interested to serve the MUs while
minimizing the amount of interference experienced at the MUs
or maintaining the QoS of MUs.?

Let MU; and HU. denote the Ith macrocell and kth home
users where [ € £ £ {1,2,--- L}andk € K £ {1,2,- -, K}.
Then, the received signals at MU; and HUjy, can be written as

¢y
@

Ym,l = g:rn’lxm + g;r’le + Zm,i
Yk = h;kxf + hjn’kxm + 2tk
2Qur framework can be easily extended to the case of multiple MBSs and/or

FAPs by adding the objective and constraint functions of each network in
Sections -V,
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Fig. 2. Multiuser multiple-input single-output (MISO) femtocel) network.

where x;; € C¥=*! and x; € CM*! are the signal vec-
tors transmitted from the MBS and FAP, respectively; g; ; €

Cl*xNm apd hin’ x € C1*Ne are the random channel vectors

from the MBS to MU; and HUy, respectively; g;rl € ClxNe

and h;k € C' ¢ are the random channel vectors from the
FAP to MU; and HUy, respectively; and zy; ~ CN (O’ngl)
and z¢ . ~ CN(0, a?ﬂ &) are zero-mean complex additive white
Gaussian noises.

At each transmitter (see Fig. 2), we consider a transmit beam-
forming strategy leading to transmitted signals of the MBS and

FAP in forms of
Xm = Z Sm,iWm,l (3)
=
X = Z St kWE & 4
keK

where Wy,; € CVo*1 and wy;, € CNeX! are the transmit
beamforming vectors for MU; and HUy, respectively; and Sm,l
and s¢; are the information signals for MU; and HU, with
E {|smi*} = E{|s¢ 42} = 1, respectively.

Let Wy, = [Wmi1 Wppo W] and Wy =
[We,1 Wi -+ Wi ] for notational convenience. Then, the in-
stantaneous SINRs at MU; and HU, can be expressed as

SINRpm 1 (Wi, W)

N ig:{n,lwm,liz )
- : : :
Zjeﬁ,j¢z 8 i Wm 1% + Dpek igtt,zwf,lcfz +oZ,
SINR¢ (Wm,Wf)
] ywi
= : » (6)

Y jercirn BEewe 2+ 5 e p bl w2 4 02,

respectively. We further introduce another figure of merit de-
fined as the SLNR, which is attractive for semi-decentralized de-
sign of the beamforming vectors [22]~[24]. The instantaneous
SLNRs of MU; and HUy, are given by

SLNRy s (Win)
. |gL,lwm,l12 7)
Qe il |gfn,ij,z|2 + Pker |hin,kwm7l|2 + J?n,l
SUNR¢,, (W)
bl we |2
_ | f.k f,k} ®)

D ek itk lhI,ij,k 2+ e |gg,sz,k 2+ Uf2,k

Assuming that all the receivers employ a linear MMSE filter
for estimating their corresponding information sequences, we
have a one-to-one relationship between the MSE and SINR as
follows (see, e.g., [13], [20])

1

MSEm,l (Wm,W{) - 1 + SINle (Wm,Wf> (9)
1

MSE; , (W, W) = (10)

1+ SINRf,k (Wm, Wf) '

The MSE measure is an important performance metric that
quantifies how accurately each individual transmit information
sequence can be recovered from the degenerate output sequence.
Moreover, the relation between the mutual information and
MMSE gives the information-theoretic point about limitation of
Gaussian channels [31].

III. CENTRALIZED DESIGN

Assuming perfect global CSI between two networks via back-
haul links, we first formulate the centralized optimization prob-
Iems using the MSEs in (9) and (10) as QoS measures.

A. Transmit Power Minimization Problem

Since transmission power is an important resource in wireless
communications that is directly related to a network lifetime,
it is crucial to minimize the average transmitted power while
maintaining QoS constraints from the system level perspective
{18]. Moreover, there is an increasing trend to limit the average
transmission power due to radio pollution, global CO5 emission,
and greenhouse effects [32]. Thus, regulatory agencies will limit
the total transmission power so as to reduce network interference
between the MBS and FAP subject to QoS requirements at the
MUs and HUs. Here, our design goal is to optimize the beam-
forming matrices W, and Wt such that the total transmission
power is minimized while constraining the MSE at each user
to be below some maximum acceptable levels. Specifically, we
have the following problem formulation.

min [ Wz + [ Wil
Pt q st MSEm; (Wi, Wi) <emy,Wier (D

MSE; p (W, Wi) Sepp, Ve €K

where Py, in (11) can be cast as (12), shown at the top of the
next page, which is a second-order cone program (SOCP).
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Remark 1: Since the angular rotation of the beamforming
vectors do not affect the constraints, we confine the solutions for
Py, such that each of gjm {Wm, and h; Wt has a nonnegative
real part and a zero imaginary part [19].

B. MSE Balancing Problem

To ensure fairness between the HUs, we can optimize the
beamformers such that the ratio of MSE; ;. /e¢ 5, is balanced
among all the HUs. The weight & 5, are used to prioritize dif-
ferent HUs based on their QoS or latency requirements. Such
an approach will ensure that all HUs satisfy their QoS similarly
despite their different interference conditions due to fading or
proximity of the macrocell system. Although we formulate the
MSE balancing problem for the femtocell system in the follow-
ing, we can also similarly formulate the MSE balancing problem
for the macrocell system. Here, our design goal is to optimize
the beamforming matrices W, and W such that the maximum
normalized MSE of HUs is minimized, while constraining the
MSEs of MUs for their QoS guarantees as well as individual
transmit powers of the MBS and FAP. Specifically, we have the
following problem formulation.

min

m»

s.t.

maXpck SgiMSEf,k (W, W)
MSEwm, (W, W) <éepyy, VIEL
Wl < Proaxm

%Wf“% S Pmax,f

f

Prose

(13)

and by introducing a slack variable 7 € Ry, Ppse can be equiv-
alently written as

Table 1. Algorithm to solve Pumse.

. Initialize Tyin and Tyax such that 7 < 7% < Tmax
and set tolerance § € R .

Solve the convex feasibility problem Ppse (7) by fix-
ing 7 = (Tmax + Tmin)/2.

If Prse (7) is feasible, then set 7. = 7 else set
Tmin = 7.

Stop if the gap (Tmax — Tmin) 18 less than the tolerance
3. Go to Step 1 otherwise.

Output W? and W} obtained from Step 2.

Unfortunately, since the first constraint in (14) is non-convex
[19], Pumse is not a convex optimization problem. However, for
a given 7, Ppge (T) becomes a convex feasibility problem as
(15), shown at the bottom of the page.

Remark 2: Since the feasible sets are quasi-convex, we can
solve P efficiently through a sequence of convex feasibility
problems using the bisection method [33], [34]. The procedure
is summarized in the Table 1.

Remark 3: The bisection method requires log, ( )
iterations to find the optimal value 7* [33]. It is important that
the interval range should contain the optimal solution. In our
case, we set Tmax to the unit transmit beamforming vectors and
only need to choose Ty, properly.

Tmax = Tmin
)

C. Network Interference Minimization Problem

Due to the broadcast nature of wireless transmission and spec-
trum underlay, the coexistence of macrocell and femtocell net-

w},fl\i){}f LT vyorkt% inevitably dggrgdes 1be reception gualit,y of. their respec-
“ ' MSE¢ 4 (W, Wi) < 7214, Vk € K tive links by creating 1nt§rfcr.ence at their respectl\fe receivers.
Proce : MS EH’1 L (W, W) < Emﬁu Vier Thgrefore, we geed to minimize the network interference lev§1
W ”2 <p ’ while the QoS is saFlsﬁed at each of the MUs apq HUs. In this
ME = - max.m way, the system designer can further deploy additional underlay
IWellp < Proas systems to reuse the same spectrum as long as the network in-
(14)  terference level is tolerable. Here, our design goal is to optimize
find Wi, Wi
st Wefhp v ) > o1 vhek
\/sz)C,j;‘k \h}‘,kwfﬂz*legg ihfn,kwm,zlgfff}‘),k TELK
Pmse (’T) : E)Re{g;ylwm‘z} L _q Viel (15)
\/zjec(#z \g;,zwmdlz"‘zkefc Vg;,z“’f-,kfz*"fn,z TV Emi '
meﬂg‘ S Pmax,m
HWfHIZJ‘ S Pmax,f-



JEONG et al.: BEAMFORMING OPTIMIZATION FOR MULTIUSER TWO-TIER NETWORKS 331

MBS

FAP

™ Pass a; and U}
via backhaul

Y

v

Fig. 3. Sequence of procedures for the semi-decentralized beamforming
design.

the beamforming matrices Wy, and W such that the aggregate
network interference power is minimized while constraining the
MSE of each user for the QoS guarantee. Specifically, we have
the following problem formulation.
Wlfnli’nwf dler Dokex (|g;,lwf’k|2 + |hjn,ka,l 2)
s.t. MSEm,l (Wm,Wf) <éemy, VIEL
MSEf,k (Wm,Wf) < &tk Vk e K
IWinllf < Pamax,m
wa”% < Pmax,f

Pip .

(16)

where P, in (16) can be cast as a convex optimization problem
as (17), shown at the bottom of the page, which is also a SOCP.

IV. SEMI-DECENTRALIZED DESIGN

Although we can solve the optimization problems Pip, Prge,
and P, numerically in Section III, it is difficult to implement
these centralized designs in practice since they require a back-
haul equipment to obtain the global CSI as well as to com-
pute the optimal beamforming matrices [25], [26]. Therefore,
it is attractive to design practical semi-decentralized algorithms,
where the MBS and FAP solve their own optimization problems
locally with only minimal information exchange between the

transmitters.>

For the semi-decentralized design, we first write wy,; =
/Om, [ Um | and wy j, = /O kU ks where o, ; and or i are the
transmit powers allocated to MU; and HUy, respectively; and
Un; € CMnx1 and ugy, € CNe*1 are the normalized trans-
mit beamforming vectors for MU; and HUj, respectively, i.e.,
[um,i||? = |lug,xl|* = 1. Following [22]-[24], the normalized
beamforming vectors for MU; and HUy, are chosen to maximize
their respective SLNRs as follows.

max SLNRy; (W)

*

ut , = arg
m,l

I, [12=1

2
01’1’1
= Agmau( Gm,l» TZ‘I+ Z Gm,j+z Hm,k
o jeL,j#l keK
(18)
u;, =arg max SLNR;x (Wy)

[ 5 [|2=1

2
g
= Agmax Hf,lm _]if’_kl + Z Hf,j + Z Gf,l
f JeK,j#k leL
(19)

where G, ; = gm,lgjn,p Gty = gf,lgEZ, Hyx = hm,kh;rn’k’
H;) = hf’kh;k, and Agmax (A, B) is the unit-norm dom-
inant generalized eigenvector of a matrix pair (A,B) cor-
responding to the largest generalized eigenvalue [22].* Next,
we only need to determine the power allocations oy, =
[@m,1 Q2 )t and @ = [of1 o2 as k)T
for the MBS and FAP according to the specific optimization
problem formulations in Section III. The sequence of proce-
dures for the semi-decentralized beamforming design is de-
picted in Fig 3. For notational convenience, we denote U}, =
[ufiy Wi o wyland U =[uf; ugy - ug,).

A. Transmit Power Minimization Problem

Instead of jointly optimizing oy, and as, we decouple Py, in
(11) into two subproblems using U} and U} obtained by (18)
and (19). The first subproblem is to solve the optimal power
allocation problem for the MBS under the MSE constraint of
each MU subject to maximum tolerable interference from the

3The centralized solutions can be leveraged to provide performance bench-
marks for these semi-decentralized designs.

“For nonsingular B, Agmax (A, B) is equal to the unit-norm eigenvector cor-
responding to the largest eigenvalue of B~1A.

. i
W Wi Dles Dokex (|gf,zwf,k|2 + |hin,ka’”2>
ot %e{gjnylwm,l}

> 1

—_ £
\/Zjeﬂ,j;él ‘gjn,zwmvj P+>kex ‘ng,sz:kP*'Ufn,z mt
%t{h;kwtﬂyk}

-1, Viel

ar

me |£% S Pmax,m
||WfHF < Pmax,f

\/Ejell,j;ék |h;,kwf:j P+3 e \hzn,kwm.l|2+‘7f2,k

1
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femtocell network. That is,

min 1Tay,
am

s t am,llglﬂ,zuzn,ll2

T Ties e mlel juk 17+ P to?
JEL,jAL Y MIBm 1 ¥m 5 int,i m,l

><L—1), Viel

- €m,l

PO (UL :

(20)

where Py, denotes the maximum tolerable level at MU; for the
femtocell network interference. Let o, be the optimal solution

of Py (U3,). Then, following [35], the solution o,
by

is given

= (I-D(Upen) F(UL)) V(U Pum) QD)

. T
with &y = {5m 1 €m,2 " Em,l] , Ping = {})int,l I)int,2 tee

Pt )", D(Ufy,em) € RYE, v(UL, Pie) € RYY and
F(Uz) € RE*E whose (1, j)th entry is given by
0, =3
Fi;(U%) = : 22
4(Un) { FRTRL Y 22
where
* 1 m, 1 Em.] — 1
D(Um)em) dlag( /6 L y T /i' ol H (23)
igm 1 :n 1%2 Igm,iu:n,l|2

V(U* ,Pint)
== D(Um,em) [Rnt,l + Urzn,l T

Using o, obtained in (21), we then solve the second subprob-
lem given by (25), shown at the bottom of the page, which is a
linear program (LP).

T
Pusr +0%,) . @4

B. MSE Balancing Problem

Similar to subsection IV-A, we decouple Py in (13) into
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where o}, is given in (21) and the second subproblem is given
by
PR (Us, Ut 0,) :
min  maxgex €  MSEz 1(U%, UF)
[ 4] 4
s.t. 1Taf < Pmax’f 27

Yokex af,klg;tu?,kp < Py, V€L

Using a similar algorithm proposed to solve Py,se in Section I,
we can solve Pmse(U:‘n, ¥, o) by rewriting (27) as follows.

PEL(UL, Ut o) :

min T
O, T
s.t. MSE; x(UZ,, Uy) < e

28
]-Taf S Pma.x,f ( )

Yiex orlgf uf i < P, VIEL
which can solved efficiently through a sequence of convex fea-
sibility problem as (29), shown at the bottom of the page.
C. Network Interference Power M inimization Problem

We can decouple Py, in (16) into two subproblems as fol-
lows.

1
PY(U)
min Pieg Yiex om0,
s.t. am,dgjn,lu:n,l‘z

Ege‘c AL Km.j lgjn,lu:n,j'2+1)i“txl+azzxx,l
> (6-— - 1) Vel

17 oy < Pmax,m
(30)

PO (UL, Ut el :

two subproblems using U7, and U; thained in (18) and (19). ( min Yier 2okek af,ﬂgjn,lu;kiz
The first subproblem to be solved is given by o arxlbl  ut, |2
s.t. Ll Lk Lk
min 1Tam EJG)C etk ¥ a|hf ku§,1|2+zeec aﬁx,lfh;,lcux*n,ﬂz”*“’?,k
am
P(l) (U* ) : s.t. Gm, llgm ium ll( 2 (E: - 1> Vk N IC
mse m ) E €L { ®m Jlgm lumgl +P““ l+0 Zke)c Qf,k'gf,lu;kP ﬁ -Pint,la Vl € C
z( 1), WieL 170t < Paax.t
(26) (31)
min 1Ty
of
1 * 42
PO, UL, ot o 1l > (1), ek @9
( ) ik gwk ot Il uf 24 e, of B uk 1P 4e?, T \ ek ’
2 okek Off,kig;r,l“f,ki < Py, VIEL
find oy
Off,k[h;r RUF k]2 ( 1 )
s.%. ke f, > -1}, VkeK
mse(U O, T) ;r?e)c I A S A AL ’ 29

af<Pmaxf

> kex afak}gf,luf,klg < Pinty, VIEL.
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where o, is given in (21) and Pi(j )(U;, 7 al,) is simply an
LP.

Remark 4: The main advantage of the semi-decentralized
designs is that the amount of CSI required to solve each of the
subproblems is smaller than the centralized designs in Section
HI. Moreover, each subproblem can be solved at each transmit-
ter only requiring the availability of backhaul signaling to pass
o}, and U7 from the MBS to the FAP.

V. ROBUST DESIGN WITH IMPERFECT CSI

In Sections HI and IV, the perfect CSI is assumed to be
available at the transmitters, which may not always be practi-
cal due to the inherent time-varying nature of wireless propa-
gation channels and the mobility of users. As such, we further
consider robust beamforming and power control design in the
case of erroneous CSI using the worst case design [28]- [271.
Specifically, we treat uncertainty by assuming that CSI is a de-
terministic variable within a bounded set of possible values, i.e.,
estimated channel vectors are known with estimation errors ly-
ing in some bounded sets of known size. In this section, we only
consider the transmit power minimization problem with imper-
fect CSI for both the centralized and semi-decentralized cases,
and other optimization problems can be similarly extended to
the case of imperfect CSI.

In the following, we model the channel covariance uncer-
tainty in (18) and (19) as follows.

o~

Gy = Gy + Amy (32)
Gy = éf,l + Agy (33)
Hy = Hopg + O (34)
Hy i = He g + Oy, (35)
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where ém ;and ﬁm,k are the estimated channel covariance ma-
trices from the MBS to MU; and HUy, respectively; éf’l and
ﬁf,k are the estimated channel covariance matrices from the
FAP to MU; and HUj, respectively; and Ay 1, Ary, O g,
and ©; j, denote the corresponding uncertainties with bounded
Frobenius norms given by |Amllp < 0wt |Asllp < deu
®mllp < 7,k and O kllp < 7r k-

A. Centralized Design

The robust version of (11) can then be formulated as (36).
Using the worst-case approach, we can approximate the robust
formulation (36) as (37), shown at the bottom of the page [36].
By letting W, ; = T and Wiy = wik ,

y letting Wy, ) = Wi w,, ; an £k = WiEWj ., We can
transform (37) into a semi-definite program (SDP) by ignoring
the rank-1 constraint as (38), shown at the bottom of the page,
which can solved efficiently using standard convex optimization

algorithms.

B. Semi-Decentralized Design

Using the channel covariance uncertainty defined in (32)~
(35), the robust normalized beamforming vectors for MU, and
HUy are chosen to maximize their respective robust SLNRs as
follows.

rob 3
= g max min SLNR,,; (W 39
unLl &rg |‘uxn,l[|2:1 HAm,l|lF§6m,I “‘:] ( m) ( )
1®m kllF <7,k
u‘f"?}l:’ = arg min SLN Rf,k (Wf) . 40y

max
[fae w 12=1 || &, ||F <o,
1©¢, llr 0,

Following the worst-case approach in [36], we can approximate
the robust beamforming vectors in (39) and (40} as (41) and
(42). Using (41) and letting UT® = [ulgh e - uldy], the

m m, 1 m,l

. 2 2
min w + || Wt
Wl e
t
w G Wl
. L Fm Wi,
s.t. min - m : 5 2(—6——1>, vieLl
< .
”{ﬁ.\?i”??g?f D ies it Win i Gm Wi j + 3 e Wi Griwe i + 0%, m,l (36)
T
wi  He o g 1
. £ kA, WE K ,
" nﬁm T T 5 > &_———1 , VkeK.
e,k E“S"]nx,k . s W f kW + ., W LW 5l‘{“ﬂ' % 1,k
0% e lle<ns derc,g;& £t EWE g Zzga m, i,k Wm £,k
min W2+ W2
Wm;wf
b (Gt O 1T ) Wi
S S Y FU NV
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- Gl ’“‘! Wm
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first robust subproblem can be formulated as (43), which can be

further approximated as (44), shown at the bottom of the page.
Let a2 be the optimal solution of Pt(;) (UeP). Then, we have
arob (I D (Urob ) F (U;)b))

(Umb mt) (45)

with D(UR? e,) € REXE, v(UR Piy) € RYXY, and
F(UR?) € RY*E whose (1, j)th entry is given by

F;(U™P) = 0 =g 46
la m - u;‘:};f( ml+5ml1) :313‘7 Z#J ( )
where
1 _
D (U em) = diag - A/Sm,1 L ,
ufg,lT (Gm,l - 5m,ll> ufgﬁ
1/emr—1
K robt A/ : (47)
um,l (Gm,l - 5m,lI) u;‘l’};
and
(Urob 1nt)
D(U, e) [Pt + 021, Puss +02,]) 7. (48)

Using aP obtained in (45), we then solve the second subprob-
lem given by (49), which can be approximated as an LP as (50),
shown at the bottom of the next page.

VI. NUMERICAL RESULTS

In this section, we present numerical results to illustrate the
performance of our proposed algorithms. The FAP is located at
the origin of two-dimensional space and the MBS is at 30-meter
distant from the FAP, i.e., the FAP and MBS are fixed at (z, y) =
(0,0) and (30, 0), respectively. Furthermore, we assume that the
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MUs are located at the same position (d, 0) while the HUs are

at (3,0), for simplicity. Using a path-loss exponent model, we

can relate the x-axis value d of MUs to the amount of femtocell

network interference at the MUs. We consider Rayleigh fading

such that

e The outdoor link path-loss exponent is set to 4, i.e., the -
entries of g;rn’l is circularly symmetric complex Gaussian
CN (0,1/]30 — d[*);

¢ the indoor link path-loss exponent is set to 3, i.e., the entries
of hf , is CA(0,1/3%); and

e the outdoor-to-indoor or indoor-to-outdoor link path-loss ex-
ponent is set to 3.7, i.e., the entries of g}:l and h:rn’k are
CN (0,1/]d[*7) and CN (0,1/27% 7) respectively

In addition, we set N, = Ny = 4, Umz = afk =1, and
L = K = 2 (except for the MSE balancing problem) When the
MUs and HUs have the same MSE QoS constraints (i.e., equal
QoS priority), we denote those values by e, and &¢, respectively,
1.e,6m =€m1 ="' =€mpande =¢c¢1 = - = & .

We first consider the total transmit power minimization prob-
lem when the MSE QoS constraints are fixed while the loca-
tion of MUs vary. In semi-decentralized design, we need to
specify the maximum tolerable interference level P;,, for the
MUs, which allows us to decouple each optimization prob-
lem into two subproblems as described in subsection IV-A. In
the examples, we set the same tolerable level for all MUs as
Pt = Ppt1 = -+ = Pi,z. Fig. 4 shows the total trans-
mit power for the centralized design in subsection III-A and the
semi-decentralized design in subsection IV-A as a function of
the z-axis value d (meters) of MUs when € = &, = ¢ = 0.6,
0.8, and P;yy = 3 dB for the semi-decentralized design. We can
observe that the total transmit power decreases with the MSE
constraint £ and the distance d. As ¢ increases, the users’ QoS
becomes less strict, while the femtocell interference becomes
less severe due to larger path losses, as d increases. The semi-
decentralized processing enables us to design the power min-
imization algorithm requiring no global CSI at the price of a
larger total transmit power to satisfy the MSE QoS at each user.

b = Agmax [ Gt — Ol —I + > (G mj + Om.j ) +> (f{m,k + nml) (41)
Nen JEL £ kek
2
rob  _ = Otk o =~
W = Agmax | Hep =il 214 30 (Bt + 1) + > (G + 641 2)
JEK,j#k leL
min 1Tay,
Qp
7)(1) Urob Om, o TGm u1rob 43
( ) s.t. min lbt ol m, 2<_L—1>, vie Ll *3)
1Bl <8 37 o iy m W 3 G (WG + Pigt 4 02 €m,l
min 1Ty,
Qo
P (U) Ol (ém,l - 5m,zI) urch (44)
s.t. — > (L -1), vieL
Zje[qj;él am,jum’j (Gm,l + 5m,lI> llfﬁ}’j + P, + 0'12]171 ’
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----- Semi-decentralized

Total transmit power (dB)

20 L . .
5 10 15 20 25

x-axis value d (meters) of MUs

Fig. 4. Total transmit power for the centralized and the semi-decentral-
ized designs as a function of the x-axis value d (meters) of MUs. ¢ =

em = g == 0.6 and 0.8; and F,; = 3 dB for the semi-decentralized
design.

Fig. 5 shows the MSE and sum-MSE of HUs for the central-
ized MSE balancing design in subsection III-B when L = 2,
K = 3,en = 06, d = 15 meters, Ppaxm = 40 dB, and
Prax,s = 10 dB and 15 dB for two cases: (a) Equal HU QoS
priority (€1 = €r3 = er3 = 0.6) and (b) unequal HU QoS
priority (¢r,1 = 0.6, er2 = 0.7, g3 = 0.8). We can see that
the MSE is nearly balanced among the HUs for both equal and
unequal HU QoS cases. Moreover, with a larger available power
at each transmitter, we can reduce each HU MSE and hence the
overall sum-MSE, showing the effectiveness of power allocation
in improving the system QoS. Fig. 6 shows the MSE and sum-
MSE of HUs for the semi-decentralized MSE balancing design
in subsection IVBwhen L = 2, K = 3, ¢, = 0.6, d = 15
meters, Pt = 3 dB, and Praxm = 40 dB, Pyaxe = 10
dB and 15 dB for two QoS priority cases as in Fig. 5. Simi-
lar to the centralized design, we can again observe the nearly-
balanced MSE among the HUs for both cases. This reveals the

2.5 2.5

- me‘fl() dB —e P =10dB
— PMJF 15dB r — me = 15dB
2.0t 2.0}
[ ]
1.5 15
fal w [ ]
W) w
= =
1.0 1.0 ]
0.5+ I 0.5
| b F .
! *
| : | ! ‘
0.0 . : 0.0 : : -
HU, HU, HU, sum-MSE HU, HU, HU, sum-MSE
(a) ()

Fig. 5. MSE and sum-MSE of HUs for the centralized MSE balancing
design Prse. d = 15 meters, L = 2, K =3, ey = 0.6, Prax,m = 40
dB, and P, s = 10 dB and 15 dB for two cases: (a) Equal HU QoS
priority {es.1 = e5,2 = £¢,3 = 0.6) and (b) unequal HU QoS priority
(er,1 = 0.6, gr 2 = 0.7, g5 3 = 0.8).

semi-decentralized MSE balancing to be feasible at the cost of a
larger HU MSE.

Fig. 7 shows the network interference power for the central-
ized design in subsection III-C and the semi-decentralized de-
sign in subsection IV-C as a function of the z-axis value d (me-
ters) of MUs when € = e, = ¢; = 0.6 and 0.8, Praxm = 60
dB, Ppaxs = 20 dB, and P;py = 3 dB. We can again see that
the network interference power decreases with the MSE con-
straint. The less strict user QoS reduces the required transmis-
sion power at each transmitter, which in turn decreases the net-
work interference power. We can also see that as d increases, the
network interference power decreases, which is due to the fact
that larger path losses reduce the femtocell network interference
at the MUs. Similarly, we can observe that the network inter-
ference minimization is still feasible in the semi-decentralized
framework at the cost of a larger interference power.

For the robust design example with imperfect CSI, we set sim-
ply the Frobenius-norm bounds of uncertainty as p = §;; =
T,k (cross-tier links) and 8y, ; = ¢, = O foralll € £, k € K.
Fig. 8 shows the total transmit power for the robust centralized

min 1Tozf
Qs
robt rob 1
. oty He pupy
s.t. min — * : - > -1 vk e K
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Fig. 6. MSE and sum-MSE of HUs for the decentralized MSE balancing
design. d = 15 meters, L = 2, K = 3, em = 0.6, Py = 3 dB,
Prax,m = 40 dB, and Py, s = 10 dB and 15 dB for two cases: (a)
Equal HU QoS priority (e¢,1 = ¢¢,2 = €¢,3 = 0.6) and (b) unequal HU
QoS priority (ef,1 = 0.6, g2 = 0.7, &¢,3 = 0.8).

20 T T .

Centralized
Semi-decentralized

Network interference power (dB)

230 . . .
5

10 15
x-axis value d (meters) of MUs

25

Fig. 7. Network interference power for the centralized and semi-decent-
ralized designs as a function of the z-axis value d (meters) of MUs.
€ =¢ém = ¢ = 0.6 and 0.8, Pmax,m = 60 dB, Py, s = 20 dB, and
Pint =3 dB

design in subsection V-A and the robust semi-decentralized de-
sign in subsection V-B as a function of the uncertainty p when
d = 10 meters, ¢ = ¢, = & 0.6, and P,,; = 3 dB for
the robust semi-decentralized design. We can observe from the
figure that our robust algorithm for the total transmit power min-
Imization is operative in the presence of channel uncertainty. We
also see that the required total transmit power increases with the
amount of uncertainty, as expected.

Users’ random locations: We consider random locations of
MUs and HUs (see Fig. 9 for the realization example). The FAP
and MBS are located at (0, 0) and (250, 250), respectively. The
4 HUs are randomly scattered over a 20 meters x 20 meters
rectangular area, while the L MUs are randomly scattered over
a hexagonal area of radius 500 meters. We set the near-far re-
gion limit at 2 meters around of each transmitter. Fig. 10 shows
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Total transmit power (dB)
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Uncertainty p
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Fig: 8. Total transmit power for the robust centralized and the robust
semi-decentralized designs as a function of the uncertainty p. p =
0¢ 1 = Nk~ d = 10 meters, oy, ; = ne g = 0, € = em = &5 = 0.6,
and P, = 3 dB for the robust semi-decentralized design.
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Fig. 9. An example realization for random locations of MUs and HUs.
The FAP and MBS are located at (0, 0) and (250, 250), respectively.
The 4 HUs are randomly scattered over a 20 meters x 20 meters
rectangular area, while the 100 MUs are randomly scattered over a
hexagonal area of radius 500 meters. We set the near-far region limit
at 2 meters around each transmitter.

the required minimum transmit power for the centralized and
the semi-decentralized designs versus the number of MUs L. In
this example, we set the target SINRs for the MUs and HUs
are —60 dB and —10 dB, respectively; and P, = 3 dB for
the semi-decentralized design. We use 5000 realizations for the
simulation. As expected, the required minimum total transmit
power increases with the number of MUs L for both designs in
order to serve more users while guaranteeing QoS of each user.
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Total transmit power (dB)
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Fig. 10. Total transmit power for the centralized and the semi-decentral-
ized designs versus the number of MUs L, The target SINRs for the
MUs and HUs are —60 dB and —10 dB, respectively; and Py = 3
dB for the semi-decentralized design.

VII. CONCLUSION

In this paper, we considered the downlink two-tier MISO net-
work comprising of the MBS and FAP serving multiple users.
We formulated the following beamforming optimization prob-
lems: 1) Total transmit power minimization problem; ii) MSE
balancing problem; and iii) interference power minimization
problem to ensure the user QoS for spectrum underlay. Using
convex optimization techniques, we solved the beamforming op-
timization problems when a centralized controller and perfect
global CSI are available. Since the centralized design is not al-
ways feasible in practice, we also proposed semi-decentralized
algorithms to design the beamfomer and power allocation for the
above optimization problems with only minimal information ex-
change between the transmitters. Taking into further account im-
perfect CSI, we extended our centralized and semi-decentralized
beamforming design algorithms to robust versions using the
worst-case design. Numerical results validated our proposed al-
gorithms and demonstrated the effect of different system param-
eters on each optimization problem.
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