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STRONG LIMIT THEOREMS FOR WEIGHTED SUMS OF

NOD SEQUENCE AND EXPONENTIAL INEQUALITIES

Xuejun Wang, Shuhe Hu, and Andrei I. Volodin

Abstract. Some properties for negatively orthant dependent sequence
are discussed. Some strong limit results for the weighted sums are ob-
tained, which generalize the corresponding results for independent se-

quence and negatively associated sequence. At last, exponential inequal-
ities for negatively orthant dependent sequence are presented.

1. Introduction

Recently, Wu [11] proved the equivalence of the a.s. and complete conver-
gence for weighted sum

∑n
i=1 Xi/((n+2− i) log(n+2− i) log log n) of indepen-

dent and identically distributed random variables. Antonini et al. [2] gave some
conditions on weights so that the weighted sum converges completely to zero,
which improved the theorem of Chow and Lai [4] and extended the theorem of
Wu [11] to the more general weighted sums.

The main purpose of the paper is to extend the results for weighted sums of
independent and identically distributed random variables to the case of nega-
tively orthant dependent random variables. The techniques involved with the
main results are inspired by Adler [1] and Antonini et al. [2].

Some definitions and lemmas are needed.

Definition 1.1. A finite collection of random variables X1, X2, . . . , Xn is said
to be negatively associated (NA) if for every pair of disjoint subsets A1, A2 of
{1, 2, . . . , n},

(1.1) Cov{f(Xi : i ∈ A1), g(Xj : j ∈ A2)} ≤ 0,
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whenever f and g are coordinatewise nondecreasing such that this covariance
exists. An infinite sequence {Xn, n ≥ 1} is NA if every finite subcollection is
NA.

Definition 1.2. A finite collection of random variables X1, X2, . . . , Xn is said
to be negatively upper orthant dependent (NUOD) if for all real numbers
x1, x2, . . . , xn,

(1.2) P (Xi > xi, i = 1, 2, . . . , n) ≤
n∏

i=1

P (Xi > xi),

and negatively lower orthant dependent (NLOD) if for all real numbers x1, x2,
. . . , xn,

(1.3) P (Xi ≤ xi, i = 1, 2, . . . , n) ≤
n∏

i=1

P (Xi ≤ xi).

A finite collection of random variables X1, X2, . . . , Xn is said to be negatively
orthant dependent (NOD) if they are both NUOD and NLOD. An infinite
sequence {Xn, n ≥ 1} is said to be NOD if every finite subcollection is NOD.

The concepts of NA and NOD sequences were introduced by Joag-Dev and
Proschan [6]. Obviously, independent random variables are NOD. Joag-Dev
and Proschan [6] pointed out that NA random variables are NOD, but neither
NUOD nor NLOD implies NA. They also presented an example in which X =
(X1, X2, X3, X4) possesses NOD, but does not possess NA. So we can see that
NOD is weaker than NA. For more details about NOD random variables, one
can refer to Ko and Kim [9], Fakoor and Azarnoosh [5], Ko et al. [8], Kim [7],
Wu [10], and so forth.

Throughout the paper, let {Xn, n ≥ 1} be a sequence of NOD random
variables defined on a fixed probability space (Ω,F , P ). Let an ≪ bn denote
that there exists a constant C > 0 such that |an/bn| ≤ C for sufficiently large
n. Denote X+ .

= max(0, X), X− .
= max(0,−X) and log n = lnn. C denotes

a positive constant which may be different in various places. The main results
of this paper are depending on the following lemmas:

Lemma 1.1 (cf. Bozorgnia, et al., [3]). Let random variables X1, X2, . . . , Xn

be NOD, f1, f2, . . . , fn be all nondecreasing (or nonincreasing) functions. Then
random variables f1(X1), f2(X2), . . . , fn(Xn) are NOD.

Lemma 1.2 (cf. Bozorgnia, et al., [3]). Let random variables X1, X2, . . . , Xn

be nonnegatively NOD. Then

(1.4) E

 n∏
j=1

Xj

 ≤
n∏

j=1

E(Xj).
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Lemma 1.3 (cf. Kim, [7]). Let X1, X2, . . . , Xn be NOD random variables with
EXn = 0 and EX2

n < ∞ for all n ≥ 1. Then we have

(1.5) E (Xm+1 +Xm+2 + · · ·+Xm+p)
2 ≤ EX2

m+1 +EX2
m+2 + · · ·+EX2

m+p

for all integers m ≥ 0, p ≥ 1 and m+ p ≤ n. Moreover, we have

(1.6) E

 max
1≤k≤n

∣∣∣∣∣
k∑

i=1

Xi

∣∣∣∣∣
2
 ≤ (log3 n+ 2)

2
n∑

i=1

EX2
i .

By Lemma 1.1 and Lemma 1.3, we can get the following Khintchine-Kolmo-
gorov type convergence theorem and three series theorem for NOD sequences,
which can be applied to obtain the main results of the paper. The proofs are
standard, so we omit them.

Corollary 1.1 (Khintchine-Kolmogorov-type convergence theorem). Let {Xn,
n ≥ 1} be a sequence of NOD random variables. If

(1.7)
∞∑

n=1

Var(Xn) log
2 n < ∞,

then
∑∞

n=1(Xn − EXn) converges a.s..

Corollary 1.2 (Three series theorem for NOD sequence). Let {Xn, n ≥ 1} be
a sequence of NOD random variables. Assume that for some a > 0

(1.8)

∞∑
n=1

P (|Xn| > a) < ∞,

(1.9)
∞∑

n=1

EX(a)
n converges,

(1.10)
∞∑

n=1

Var(X(a)
n ) log2 n < ∞.

Then
∑∞

n=1 Xn converges a.s., where X
(a)
n = −aI(Xn < −a) + XnI(|Xn| ≤

a) + aI(Xn > a).

The organization of this paper is as follows. Some properties for NOD
sequence are provided in Section 2 and strong limit results for weighted sums
of NOD sequence are given in Section 3. An exponential inequality for NOD
sequence is proved in Section 4.



926 XUEJUN WANG, SHUHE HU, AND ANDREI I. VOLODIN

2. Properties for NOD sequence

In this section, we will present some propositions for NOD sequence, which
can be applied to prove some of the main results of the paper.

Proposition 2.1. Let {Xn, n ≥ 1} be a sequence of NOD random variables
and {xn, n ≥ 1} be a sequence of real numbers. Denote Ei = (Xi ≤ xi),
i = 1, 2, . . ., or Ei = (Xi > xi), i = 1, 2, . . .. Then

P

( ∞∩
k=1

Ek

)
≤

∞∏
k=1

P (Ek) .

Proof. By the continuity of probability and the definition of NOD, we can get

P

( ∞∩
k=1

Ek

)
= lim

n→∞
P

(
n∩

k=1

Ek

)
≤ lim

n→∞

n∏
k=1

P (Ek) =
∞∏
k=1

P (Ek) .

The proof is completed. □

Proposition 2.2. Let {Xn, n ≥ 1} be a sequence of NOD random variables
and {xn, n ≥ 1} be a sequence of real numbers. Denote Ei = (Xi ≤ xi),
i = 1, 2, . . ., or Ei = (Xi > xi), i = 1, 2, . . .. Then

∑∞
n=1 P (En) = ∞ implies

P (En, i.o.) = 1.

Proof. By the continuity of probability, Proposition 2.1 and
∑∞

n=1 P (En) = ∞,
we have

(2.1)

0 ≤ 1− P (En, i.o.) = lim
n→∞

P

( ∞∩
k=n

Ēk

)

≤ lim
n→∞

∞∏
k=n

P
(
Ēk

)
≤ lim

n→∞

∞∏
k=n

e−P (Ek) = 0.

Therefore, P (En, i.o.) = 1. □

Proposition 2.3. Under the conditions of Proposition 2.2,

∞∑
n=1

P (En) = ∞ ⇔ P (En, i.o.) = 1.

Proposition 2.4. Let {Xn, n ≥ 1} be a sequence of NOD random variables.
Then

Xn → 0 a.s. ⇔
∞∑

n=1

P (|Xn| > ε) < ∞ for any ε > 0.
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Proof. “ ⇐ ” If
∑∞

n=1 P (|Xn| > ε) < ∞ for any ε > 0, then Xn → 0 a.s.
follows from Borel–Cantelli Lemma immediately.

“ ⇒ ” Let Xn → 0 a.s., we can see that X+
n → 0 a.s., X−

n → 0 a.s. Denote

En(1) = (X+
n > ε/2), En(2) = (X−

n > ε/2) for any ε > 0,

thus

(2.2) P (En(j), i.o.) = 0, j = 1, 2.

By Lemma 1.1, we can see that {X+
n , n ≥ 1} and {X−

n , n ≥ 1} are both NOD.
By Proposition 2.2 and (2.2),

(2.3)
∞∑

n=1

P (En(j)) < ∞, j = 1, 2.

Therefore,

(2.4)
∞∑

n=1

P (|Xn| > ε) ≤
∞∑

n=1

P (X+
n > ε/2) +

∞∑
n=1

P (X−
n > ε/2) < ∞.

The proof is completed. □
Proposition 2.5. Let {Xn, n ≥ 1} be a sequence of NOD random variables
and {xn, n ≥ 1} be a sequence of positive numbers. Denote Gi = (|Xi| > xi)
for i = 1, 2, . . .. Then

∑∞
n=1 P (Gn) = ∞ implies P (Gn, i.o.) = 1.

Proof. Denote Ei = (Xi > xi) and Fi = (Xi < −xi) for i = 1, 2, . . .. It is easily
seen that Gi = Ei + Fi. Thus,

∑∞
n=1 P (Gn) = ∞ implies that

(2.5)
∞∑

n=1

P (En) = ∞, or
∞∑

n=1

P (Fn) = ∞.

By (2.5) and Proposition 2.2, we have P (En, i.o.) = 1 or P (Fn, i.o.) = 1, which
implies that P (Gn, i.o.) = 1. □
Proposition 2.6. Under the conditions of Proposition 2.5,

∞∑
n=1

P (Gn) = ∞ ⇔ P (Gn, i.o.) = 1.

3. Strong limit results for the weighted sums of NOD sequence

In this section, we will provide some strong limit results for the weighted
sums of NOD sequence and their proofs, which extend the results of Antonini
et al. [2].

Theorem 3.1. Let {Xn, n ≥ 1} be a sequence of NOD random variables with
identical distribution, EX1 = 0 and E

[
et|X1|

]
< ∞ for all t > 0. Let {ani, n ≥

1, 1 ≤ i ≤ mn} be an array of positive constants satisfying the following two
conditions, where {mn, n ≥ 1} is a sequence of positive integers:

(i) max
1≤i≤mn

ani log n = O(1),
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(ii)
mn∑
i=1

a2ni log n = o(1).

Then
∑mn

i=1 aniXi converges completely to zero, which implies that
∑mn

i=1 aniXi

converges almost surely to zero.

Proof. The proof is inspired by Theorem 1 of Antonini et al. [2]. It can be
checked that for all x ∈ R, the following inequality holds

ex ≤ 1 + x+
1

2
x2e|x|,

thus, by EXn = 0, we have

(3.1) E
[
etaniXi

]
≤ 1 + E

[
1

2
t2a2niX

2
1e

tani|X1|
]

for any t > 0. Let ε > 0 be given. If we take t = 2 log n/ε, then we can obtain

E
[
etaniXi

]
≤ 1 +

1

2

(
2

ε

)2

log2 na2niE
[
X2

1e
2
ε lognani|X1|

]
≤ 1 +

1

2

(
2

ε

)2

log2 na2niE
[
X2

1e
C|X1|

]
≤ 1 +

1

2

(
2

ε

)2

log2 na2niE
[
e(1+C)|X1|

]
following from x2 ≤ e|x| for all x ∈ R. Since E

[
et|X1|

]
< ∞ for all t > 0, we

have

(3.2) E
[
etaniXi

]
≤ 1 + Ca2ni log

2 n.

By Lemma 1.1, Lemma 1.2 and (3.2),

P

(
mn∑
i=1

aniXi > ε

)
≤ e−tεE

(
e
t
mn∑
i=1

aniXi

)
= e−tεE

(
mn∏
i=1

etaniXi

)

≤ e−2 logn
mn∏
i=1

(
1 + Ca2ni log

2 n
)

≤ e−2 logn
mn∏
i=1

eCa2
ni log

2 n ≤ e−
3
2 logn = n− 3

2(3.3)

for all sufficiently large n. The last inequality follows from the condition (ii).
According to Lemma 1.1, we can see that {−Xn, n ≥ 1} is also negatively
orthant dependent with identical distribution, E(−Xn) = 0 and E

[
et|−X1|

]
<

∞ for all t > 0. Replace Xi by −Xi from the above statement, we obtain

(3.4) P

(
mn∑
i=1

aniXi < −ε

)
= P

(
mn∑
i=1

ani(−Xi) > ε

)
≤ n− 3

2
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for all sufficiently large n. By (3.3) and (3.4), it follows that

∞∑
n=1

P

(∣∣∣∣∣
mn∑
i=1

aniXi

∣∣∣∣∣ > ε

)

≤
∞∑

n=1

P

(
mn∑
i=1

aniXi > ε

)
+

∞∑
n=1

P

(
mn∑
i=1

aniXi < −ε

)

≤ C

∞∑
n=1

n− 3
2 < ∞.

Thus,
∑mn

i=1 aniXi converges completely to zero. We get the desired result. □

Corollary 3.1. Let {Xn, n ≥ 1} be a sequence of NOD random variables with
identical distribution, EX1 = 0 and E

[
et|X1|

]
< ∞ for all t > 0. Let {cni, n ≥

1, 1 ≤ i ≤ n} be an array of positive constants such that lim supn→∞
∑n

i=1 c
2
ni <

∞. Then
∑n

i=1 cniXi/ logn converges completely to zero.

Proof. Let ani = cni/ log n, we can easily get the desired result by Theorem
3.1. □

The next theorem examines what happens when P (|Xn| > cn, i.o.) = 1.

Theorem 3.2. Let {Xn, n ≥ 1} be a sequence of NOD random variables with
identical distribution

(3.5) P (|X1| > x) =

{
L(x)x−α, x ≥ 1,

1, x < 1,

where L(x) is a slowly varying function (i.e., L(x) is a positive function defined
on [0,+∞) and L(cx)/L(x) → 1 as x → ∞ for all c > 0), α ≥ 0. Let {an, n ≥
1} and {bn, n ≥ 1} be sequences of positive constants satisfying bn = O(bn+1)
and bn → ∞. Denote cn = bn/an and Sn =

∑n
i=1 aiXi for each n ≥ 1. Assume

that
∞∑

n=1

P (|Xn| > cn) = ∞,

then

(3.6) lim sup
n→∞

|Sn|
bn

= ∞ a.s..

Proof. If cn → ∞, then for all sufficiently large M ,
∞∑

n=1

P (|anXn| > Mbn) =
∞∑

n=1

L(Mcn)(Mcn)
−α ≥ C

∞∑
n=n0

L(cn)c
−α
n

= C
∞∑

n=n0

P (|Xn| > cn) = ∞

for a suitable integer n0 such that cn ≥ 1 for all n ≥ n0.



930 XUEJUN WANG, SHUHE HU, AND ANDREI I. VOLODIN

On the other hand, if lim infn→∞ cn < ∞, then there exist a subsequence
{nk, k ≥ 1} and a finite positive constant B such that cnk

≤ B. Hence for all
0 < M < ∞,

∞∑
n=1

P (|anXn| > Mbn) =

∞∑
n=1

P (|Xn| > Mcn) ≥
∞∑
k=1

P (|X1| > Mcnk
)

≥
∞∑
k=1

P (|X1| > MB) = ∞.

In both cases, by Proposition 2.5 or Proposition 2.6, we can get

(3.7) lim sup
n→∞

∣∣∣∣anXn

bn

∣∣∣∣ = ∞ a.s..

Since

(3.8)

∣∣∣∣anXn

bn

∣∣∣∣ ≤ ∣∣∣∣Sn

bn

∣∣∣∣+ ∣∣∣∣bn−1

bn

∣∣∣∣ · ∣∣∣∣Sn−1

bn−1

∣∣∣∣ ,
the desired result (3.6) follows from (3.7) and (3.8) immediately. □

Theorem 3.3. Let {Xn, n ≥ 1} be a sequence of mean zero NOD random
variables with identical distribution (3.5) and 1 < α < 2. Let {an, n ≥ 1} and
{bn, n ≥ 1} be sequences of positive constants satisfying 0 < bn ↑ ∞. Denote
c1 = b1/a1 and cn = bn/(an log n) for n ≥ 2. Assume that

(3.9)

∞∑
n=1

P (|Xn| > cn) < ∞,

then

(3.10)
1

bn

n∑
k=1

akXk → 0 a.s.

Proof. (3.5) and (3.9) imply that ck ≥ 1 for all sufficiently large k. Without
loss of generality, we assume that ck ≥ 1 for all k ≥ 1.

By Borel-Cantelli Lemma, it is easily seen that (3.9) implies that

(3.11)
n∑

k=1

akXkI(|Xk| > ck) = o(bn) a.s.

Denote

Yk = −ckI(Xk < −ck) +XkI(|Xk| ≤ ck) + ckI(Xk > ck), k ≥ 1,

then {Yk, k ≥ 1} are still NOD from Lemma 1.1. It is easy to check that

n∑
k=1

akXk =
n∑

k=1

ak(Yk−EYk)+
n∑

k=1

akEYk+
n∑

k=1

akck(I(Xk < −ck)−I(Xk > ck))
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(3.12) +

n∑
k=1

akXkI(|Xk| > ck).

In order to show 1
bn

∑n
k=1 akXk → 0 a.s., we only need to show that the first

three terms above are o(bn) or o(bn) a.s..
By Cr inequality, Theorem 1b in Feller (1971, p.281) and (3.9), we can get

∞∑
k=1

log2 kVar

(
akYk

bk

)
≤ C

∞∑
k=1

c−2
k EY 2

k

≤ C
∞∑
k=1

c−2
k E

[
c2kI(|Xk| > ck) +X2

kI(|Xk| ≤ ck)
]

= C

∞∑
k=1

P (|Xk| > ck) + C

∞∑
k=1

c−2
k EX2

kI(|Xk| ≤ ck)

≤ C + C
∞∑
k=1

c−2
k

∫ ck

0

tP (|Xk| > t)dt

≤ C + C

∞∑
k=1

L(ck)c
−α
k

≤ C + C
∞∑
k=1

P (|Xk| > ck) < ∞.

By Corollary 1.1 and Kronecker’s Lemma, we have

(3.13)
n∑

k=1

ak(Yk − EYk) = o(bn) a.s..

By (3.9) again,

∞∑
k=1

E

∣∣∣∣ak(log k)ck(I(Xk < −ck)− I(Xk > ck))

bk

∣∣∣∣
≤

∞∑
k=1

E(I(Xk < −ck) + I(Xk > ck))

=
∞∑
k=1

P (|Xk| > ck) < ∞,

which implies that

∞∑
k=1

akck(I(Xk < −ck)− I(Xk > ck))

bk
converges a.s..
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By Kronecker’s Lemma, it follows that

(3.14)
n∑

k=1

akck(I(Xk < −ck)− I(Xk > ck)) = o(bn) a.s..

By Theorem 1a in Feller (1971, p.281) and (3.9) again, we have

∞∑
k=1

∣∣∣∣ak(log k)EYk

bk

∣∣∣∣ ≤
∞∑
k=1

c−1
k [ckP (|Xk| > ck) + E|Xk|I (|Xk| > ck)]

=
∞∑
k=1

P (|Xk| > ck) +
∞∑
k=1

c−1
k E|Xk|I (|Xk| > ck)

= 2

∞∑
k=1

P (|Xk| > ck) +

∞∑
k=1

c−1
k

∫ ∞

ck

P (|Xk| > t) dt

≤ C + C
∞∑
k=1

c−1
k

∫ ∞

ck

L(t)t−αdt ≤ C + C
∞∑
k=1

L(ck)c
−α
k

≤ C + C

∞∑
k=1

P (|Xk| > ck) < ∞,

which implies that
∞∑
k=1

akEYk

bk
converges.

By Kronecker’s Lemma, it follows that

(3.15)
n∑

k=1

akEYk = o(bn).

Hence, the desired result (3.10) follows from (3.11)–(3.15) immediately. The
proof is completed. □

By Theorem 3.2 and Theorem 3.3, we can get the following result.

Theorem 3.4. Let {Xn, n ≥ 1} be a sequence of NOD random variables with
identical distribution (3.5) and EX1 = 0. Let {an, n ≥ 1} and {bn, n ≥ 1} be
sequences of positive constants satisfying 0 < bn ↑ ∞. Denote c1 = b1/a1 and
cn = bn/(an log n) for n ≥ 2. Then for all α ∈ (1, 2),

(3.16) lim sup
n→∞

∣∣∣∣∣ 1bn
n∑

k=1

akXk

∣∣∣∣∣ = 0 or ∞ a.s.

depending on whether
∑∞

k=1 P (|Xk| > ck) converges or
∑∞

k=1 P (|Xk| > bk/ak)
diverges.

Theorem 3.5. Let {Xn, n ≥ 1} be a sequence of NOD random variables with
identical distribution and {an, n ≥ 1} be a sequence of positive numbers with
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An
.
=
∑n

j=1 aj ↑ ∞. 1 ≤ r < 2. Denote c1 = 1 and cn = An/(an log n) for
n ≥ 2. Assume that

(3.17) EX1 = 0, E|X1|r < ∞,

(3.18) N(n)
.
= Card{i : ci ≤ n} ≪ nr, n ≥ 1,

then

(3.19) A−1
n

n∑
i=1

aiXi → 0 a.s..

Proof. Let N(0) = 0 and

Yn = −cnI(Xn < −cn) +XnI(|Xn| ≤ cn) + cnI(Xn > cn), n ≥ 1.

By (3.18), it is easily seen that cn → ∞ as n → ∞ (otherwise, there exist
infinite subscripts i and some n0 such that ci ≤ nr

0, hence, N(n0) = ∞, which
is contrary to N(n0) ≪ nr

0 from (3.18)). By (3.17) and (3.18), it follows that

∞∑
i=1

P (Xi ̸= Yi) =
∞∑
i=1

P (|Xi| > ci) =
∞∑
i=1

∑
ci≤j<ci+1

P (|Xi| > ci)

≤
∞∑
j=1

∑
j−1<ci≤j

P (|X1| > j − 1)

=
∞∑
j=1

(N(j)−N(j − 1))P (|X1| > j − 1)

=

∞∑
j=1

(N(j)−N(j − 1))

∞∑
l=j

P (l − 1 < |X1| ≤ l)

=
∞∑
l=1

l∑
j=1

(N(j)−N(j − 1))P (l − 1 < |X1| ≤ l)

=
∞∑
l=1

N(l)P (l − 1 < |X1| ≤ l)

≪
∞∑
l=1

lrP (l − 1 < |X1| ≤ l) ≪ E|X1|r < ∞.

By the above inequality and Borel–Cantelli Lemma, we can see that P (Xi ̸=
Yi, i.o.) = 0. Therefore, in order to prove (3.19), we only need to prove

(3.20) A−1
n

n∑
i=1

aiYi → 0 a.s..
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By (3.17) and (3.18) again,

∞∑
i=1

log2 iVar

(
aiYi

Ai

)

≤
∞∑
i=1

c−2
i EY 2

i

≤ C
∞∑
i=1

P (|Xi| > ci) + C
∞∑
i=1

c−2
i EX2

1I(|X1| ≤ ci)

≤ C + C
∞∑
j=1

∑
j−1<ci≤j

c−2
i EX2

1I(|X1| ≤ ci)

≤ C + C
∞∑
j=1

∑
j−1<ci≤j

c−2
i EX2

1I(|X1| ≤ j)

≪ C +
∞∑
j=2

(N(j)−N(j − 1))(j − 1)−2

j∑
k=1

EX2
1I(k − 1 < |X1| ≤ k)

≪ C +

∞∑
k=2

∞∑
j=k

(N(j)−N(j − 1))(j − 1)−2EX2
1I(k − 1 < |X1| ≤ k)

≪ C +
∞∑
k=2

∞∑
j=k

N(j)((j − 1)−2 − j−2)EX2
1I(k − 1 < |X1| ≤ k)

≪ C +
∞∑
k=2

∞∑
j=k

jr−3EX2
1I(k − 1 < |X1| ≤ k)

≪ C +
∞∑
k=2

kr−2E|X1|rk2−rI(k − 1 < |X1| ≤ k)

= C +
∞∑
k=2

E|X1|rI(k − 1 < |X1| ≤ k)

≪ C + E|X1|r < ∞.

Therefore, by the above inequality, Corollary 1.1 and Kronecker’s Lemma, we
have

(3.21) A−1
n

n∑
i=1

ai(Yi − EYi) → 0 a.s.

In order to prove (3.20), it suffices to prove that

(3.22) A−1
n

n∑
i=1

aiEYi → 0, n → ∞.
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It is easily seen that E|X1|r < ∞ for 1 ≤ r < 2 implies that E|X1| < ∞, thus

(3.23) lim
i→∞

ciP (|Xi| > ci) = 0.

By Lebesgue Dominated Convergence Theorem and EX1 = 0, we have

EXiI(|Xi| ≤ ci) = EX1I(|X1| ≤ ci) → EX1 = 0, i → ∞.

Therefore,

(3.24) |EYi| ≤ ciP (|Xi| > ci) + |EXiI(|Xi| ≤ ci)| → 0 as i → ∞,

which implies (3.22) by Toeplitz’s Lemma. The proof is completed. □

Remark 3.1. It is well known that NOD sequence contains independent random
variable sequence and negatively associated random variable sequence as special
cases. So the main results of the paper hold for them.

Remark 3.2. In Theorem 3.5, the condition An =
∑n

j=1 aj ↑ ∞ can be relaxed

to 0 < An ↑ ∞ when 1 < r < 2. It suffices to prove (3.22). In fact, by (3.17)
and (3.18), it follows that

∞∑
k=1

∣∣∣∣ak(log k)EYk

Ak

∣∣∣∣
≤

∞∑
k=1

c−1
k [ckP (|Xk| > ck) + E|Xk|I (|Xk| > ck)]

=
∞∑
k=1

P (|Xk| > ck) +
∞∑
k=1

c−1
k E|Xk|I (|Xk| > ck)

≤ C +
∞∑
k=1

∑
ck≤j<ck+1

c−1
k E|X1|I (|X1| > ck)

≤ C +
∞∑
j=1

∑
j−1<ck≤j

c−1
k E|X1|I (|X1| > j − 1)

≤ C + C

∞∑
j=2

(N(j)−N(j − 1))(j − 1)−1
∞∑

k=j−1

E|X1|I (k < |X1| ≤ k + 1)

≤ C + C
∞∑
k=1

k+1∑
j=2

N(j)((j − 1)−1 − j−1)E|X1|I (k < |X1| ≤ k + 1)

≤ C + C

∞∑
k=1

k+1∑
j=2

jr−2E|X1|I (k < |X1| ≤ k + 1)

≤ C + C
∞∑
k=1

kr−1E|X1|I (k < |X1| ≤ k + 1)
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≤ C + C

∞∑
k=1

E|X1|rI (k < |X1| ≤ k + 1) ≤ C + CE|X1|r < ∞.

4. Exponential inequality for bounded NOD sequence

It is well known that the exponential inequality plays an important role in
various proofs of limit theorems. In particular, it provides a measure of conver-
gence rate for the strong law of large numbers. In this section, we will establish
an exponential inequality for NOD sequence, which can be applied to obtain
the complete convergence and almost sure convergence for NOD sequence. In
the following, we let {Xn, n ≥ 1} be a sequence of NOD random variables.
Denote B2

n =
∑n

i=1 EX2
i for each n ≥ 1.

Theorem 4.1. Let {Xn, n ≥ 1} be a sequence of NOD random variables with
EXn = 0 for each n ≥ 1. If there exists a sequence of positive numbers {cn, n ≥
1} such that |Xi| ≤ cn for each 1 ≤ i ≤ n, n ≥ 1, then for any t > 0 and any
integer n ≥ 1,

(4.1) E exp

{
t

n∑
i=1

Xi

}
≤ exp

{
t2

2
etcn

n∑
i=1

EX2
i

}
.

Proof. It is easy to check that for all x ∈ R, the following inequality holds

ex ≤ 1 + x+
1

2
x2e|x|,

thus, by EXi = 0 and |Xi| ≤ cn for each 1 ≤ i ≤ n, n ≥ 1, we have

E
[
etXi

]
≤ 1 + tEXi +

1

2
t2E

[
X2

i e
t|Xi|

]
= 1 +

1

2
t2E

[
X2

i e
t|Xi|

]
≤ 1 +

1

2
t2etcnEX2

i ≤ exp

{
1

2
t2etcnEX2

i

}
(4.2)

for any t > 0. The last inequality above follows from the fact that 1 + x ≤ ex

for all x ∈ R. By Lemma 1.1, Lemma 1.2 and (4.2), we can see that
(4.3)

E exp

{
t

n∑
i=1

Xi

}
= E

{
n∏

i=1

etXi

}
≤

n∏
i=1

EetXi ≤ exp

{
t2

2
etcn

n∑
i=1

EX2
i

}
.

This completes the proof of the theorem. □

Corollary 4.1. Let {Xn, n ≥ 1} be a sequence of NOD random variables such
that |Xi| ≤ cn for each 1 ≤ i ≤ n, n ≥ 1, where {cn, n ≥ 1} is a sequence of
positive numbers. Then for any t > 0 and any integer n ≥ 1,

(4.4) E exp

{
t

n∑
i=1

(Xi − EXi)

}
≤ exp

{
t2

2
e2tcn

n∑
i=1

EX2
i

}
.
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Theorem 4.2. Let {Xn, n ≥ 1} be a sequence of NOD random variables such
that |Xi| ≤ cn for each 1 ≤ i ≤ n, n ≥ 1, where {cn, n ≥ 1} is a sequence of
positive numbers. Then for any ε > 0 such that ε ≤ eB2

n/(2cn)

(4.5) P

(
n∑

i=1

(Xi − EXi) ≥ ε

)
≤ exp

{
− ε2

2eB2
n

}
,

(4.6) P

(
n∑

i=1

(Xi − EXi) ≤ −ε

)
≤ exp

{
− ε2

2eB2
n

}
,

(4.7) P

(∣∣∣∣∣
n∑

i=1

(Xi − EXi)

∣∣∣∣∣ ≥ ε

)
≤ 2 exp

{
− ε2

2eB2
n

}
.

Proof. By Markov’s inequality and Corollary 4.1, we have that for any t > 0,

P

(
n∑

i=1

(Xi − EXi) ≥ ε

)
= P

(
exp

{
t

n∑
i=1

(Xi − EXi)

}
≥ etε

)

≤ e−tεE exp

{
t

n∑
i=1

(Xi − EXi)

}

≤ exp

{
−tε+

t2

2
e2tcnB2

n

}
.(4.8)

Taking t = ε/(eB2
n), and noting that 2tcn ≤ 1, we can obtain (4.5). It is

easily seen that {−Xn, n ≥ 1} is still a sequence of NOD random variables
with | −Xi| ≤ cn for each 1 ≤ i ≤ n, n ≥ 1, then it follows from (4.5) that

(4.9)

P

(
n∑

i=1

(Xi − EXi) ≤ −ε

)
= P

(
n∑

i=1

(−Xi − E(−Xi)) ≥ ε

)

≤ exp

{
− ε2

2eB2
n

}
,

which implies (4.6). Finally, (4.7) follows from (4.5) and (4.6) immediately.
This completes the proof of the theorem. □
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