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#### Abstract

Unlike using the sequence-based representation for a chromosome in previous genetic algorithms for Bayesian structure learning, we proposed a matrix representation-based genetic algorithm. Since a good chromosome representation helps us to develop efficient genetic operators that maintain a functional link between parents and their offspring, we represent a chromosome as a matrix that is a general and intuitive data structure for a directed acyclic graph(DAG), Bayesian network structure. This matrix-based genetic algorithm enables us to develop genetic operators more efficient for structuring Bayesian network: a probability matrix and a transpose-based mutation operator to inherit a structure with the correct edge direction and enhance the diversity of the offspring. To show the outstanding performance of the proposed method, we analyzed the performance between two well-known genetic algorithms and the proposed method using two Bayesian network scoring measures.
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## 1. Introduction

Bayesian network (BN) [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] is a directed acyclic graph (DAG) that represents a set of variables of interest based on their conditional dependencies. One of the popular methods for Bayesian structure learning is the K2 algorithm [2], but the K2 algorithm assumes that variable ordering is given a priori. In most of the realworld problems, it is usual that we do not have the prior knowledge about variable ordering, and furthermore this approach explores limited search space due to the simple greedy strategy. In this case, a Genetic Algorithm (GA) can present better structure through a more extensive searching space since a GA has few assumptions about searching strategy except natural selection [11].

The first GA approach for the structure learning is introduced by Larranaga et al. at 1996 [12]. They proposed
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a sequence-based notation to represent the BN structure in GA formulation. It constructs the $n \times n$ connectivity matrix $(C)$ where $n$ is the number of variables. Each element $\left(c_{i j}\right)$ is defined as follows:

$$
c_{i j}= \begin{cases}1 & \text { if a variable } i \text { is a parent of a variable } j \\ 0 & \text { otherwise }\end{cases}
$$

For example, the $n \times n$ connectivity matrix $C$ can be represented as:

$$
C=\left(\begin{array}{ccc}
0 & c_{12} & c_{13} \\
c_{21} & 0 & c_{23} \\
c_{31} & c_{32} & 0
\end{array}\right)=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 1 & 0
\end{array}\right)
$$

The $C$ means a structure where a variable $X 3$ has $X 1$ and $X 2$ as parents. Thus, the chromosome for the structure is represented as the sequence like as followed:

$$
C_{s e q}=c_{11} c_{21} \cdots c_{n 1} c_{12} \cdots c_{n n}=001001000
$$

Based on the chromosome, they employed a typical GA to infer the structure. Additionally they extended a GA method to search for better variable ordering [13]. Ross et al. presented a dynamic BN structure learning method to optimize the multiple objectives through a GA [15].

The population is evolved with an assumption that every variable has $M$ parents at most. Kabli et al. proposed a chain-model GA to search for better variable ordering [18]. The discrimination with the work of Ross et al. [13] is the evaluation method with a specific assumption that each variable has only a single parent which is just one precedent variable. Recently, Lee et al. proposed a new sequence-based genetic operator [19] where the chromosome is represented as a matrix and the matrix is divided into upper and lower triangular matrices; the two separated matrices are represented as sequences. Based on these sequences, a sequence-based crossover method is applied in two parts; crossover between the two separated sequences and crossover inside each separated sequence.

However, the existing GA methods for BN structure learning have common limitations. First, although a good chromosome representation can be a help to develop efficient genetic operators that maintain a functional link between parents and their offspring, and it is highly recommended to select an intuitive structure derived from the problem as a good representation [14], the sequencebased representation used in the conventional methods is not intuitive form to represent the BN, the DAG structure. Second, it is difficult to enhance the diversity of the offspring through previous reproduction methods that employ cut-point-based crossovers between chromosomes to create offspring. In case of two cut-point crossover, the possible cases of the offspring are $2^{2}$ if the cut-point area is given. Considering the cut-point area is determined randomly, the possible cases become $n^{2} 2^{2}$ where the $n$ is the number of variables. The problem is that the possible cases of the offspring are not large enough compared to the entire searching space [12].

Therefore, in this paper, we propose a matrix-based GA algorithm, which represents a chromosome as a matrix and thus, enables us to develop more efficient genetic operators to inherit a structure with the correct edge direction and enhance the diversity of the offspring.

## 2. The Proposed Method

In the proposed method, we denoted the chromosomes for the BN structure as the same matrix with a connectivity matrix as follows: we constructs the $n \times n$ matrix $\left(C^{k}\right)$ for a $k$-th chromosome $C^{k}$, where $n$ is the number of variables. Each element $c_{i j}$ is defined as 1 if a variable $i$ is a parent of a variable $j, 0$ otherwise. Unlike the previous works $[12,13,15,18,19]$, our matrix does not go through the process of the sequence-based manipulation for a chromosome representation.

$$
C^{k}=\left(\begin{array}{ccc}
0 & c_{12} & c_{13} \\
c_{21} & 0 & c_{23} \\
c_{31} & c_{32} & 0
\end{array}\right)
$$

Using the matrix-based representation, first, we designed a probability matrix $(P)$ that indicates the probability distribution of each edge to link variables among several chromosomes, and represents how frequently each edge appears in the selected chromosomes.
Definition 2.1 (Probability Matrix). Let's suppose the following notations. $\lambda$ represents the population size; $C=$ $\left\{C^{1}, C^{2}, \cdots, C^{\lambda}\right\}$ is the population; $\left\{T^{1}, T^{2}, \cdots, T^{t}\right\}$ is a set of randomly selected chromosomes from $C(2 \leq t \leq$ $\lambda) ; n$ is the number of the variables. Based on these notations, we defined the $P$ as:

$$
P=\left(\begin{array}{cccc}
0 & P_{12} & \cdots & P_{1 n} \\
P_{21} & 0 & \cdots & P_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
P_{n 1} & P_{n 2} & \cdots & 0
\end{array}\right)
$$

where

$$
\begin{equation*}
P_{i j}=\frac{1}{t}\left(T_{i j}^{1}+T_{i j}^{2}+\cdots+T_{i j}^{t}\right) \tag{1}
\end{equation*}
$$

The $P$ is constructed via the following two steps. First, it randomly selects $t$ chromosomes among the population based on their probabilities which are calculated according to their ranking [12]. Second, it calculates the averages per element using the selected $t$ chromosomes. Thus each $P_{i j}\left(0 \leq P_{i j} \leq 1\right)$ represents the average strength of edge between variables $i$ and $j$, which is observed from the selected $t$ chromosomes.

The diversity of the offspring through the $P$ is enhanced for the following three reasons. One is that it is possible to create a new offspring using more than two chromosomes. The number of chromosomes $t$ used to construct the $P$ is determined dynamically. Second is that the offspring is evolved with all elements of the matrix simultaneously, which is same as the evolution of all variables $n$. As a result, the possible cases of the offspring through the $P$ become $t^{n}$. Third is that it creates offspring by probability based on the probability distribution. Enhancing searching space is a meaningful factor to infer the appropriate structure considering the limited search space, which depends on the initial population.

New genetic operators are designed to create offspring from $P$ : a reproduction method substituting for the typical crossover, and transpose-based mutation. The reproduction method creates offspring based on the $P$. To create an element $\left(O_{i j}\right)$ of an offspring $O$, it compares two probability values, i.e. $P_{i j}$ and $\operatorname{rand}[0,1]$, as follows:

$$
O_{i j}= \begin{cases}1 & \text { if } P_{i j} \geq \operatorname{rand}[0,1] \\ 0 & \text { otherwise }\end{cases}
$$

One offspring $(O)$ is created after comparing all elements. We designed the proposed method to create one


Figure 1: The optimal structure and its matrix representation.


Figure 2: An initial population composed of four chromosomes $\left(C^{1}, C^{2}, C^{3}, C^{4}\right)$
offspring per one $P$ to induct more enhanced diversity of the offspring. And it repeats until the number of reproduced offspring becomes $\lambda$. After applying mutation, we randomly eliminated edges, that is a popular repair operator in Bayesian network, that invalidated DAG if it does not met DAG condition[12].

Next, we introduce a new transpose-based mutation. Basically, we employed the previous mutation method which was changing the element of the matrix from 1 to 0 or vice versa. Additionally, we adjusted the transpose-based mutation on the reproduced offspring to enhance the possibility to infer the structure with the correct edge.

Definition 2.2 (Edge Type). The 'correct edge' means the edge of the same direction with the edge in the answer BN. The 'reverse edge' means that the edge of an inverse direction, and the 'wrong edge' means the edge that should be in the BN , but is deleted, or vice versa.

Several edges may be inferred as reverse edges since the score of the reverse edge is similar with the score of the correct edge due to the likelihood equivalence assumption[10]. To prevent the inferred structure having reverse edges, we proposed a transposed-based mutation to keep both of the edge directions within the population. Based on the enhanced diversity of the offspring, it can produce various combinations of the causalities and infer the optimal combinations of the causalities. It can also infer the optimal structure.

A main scheme of the proposed method is shown in Algorithm 1. And to illustrates the working process of the proposed method, we show how the proposed method can infer the optimal structure in Figure 1 between four variables, starting from the given population composed of four chromosomes in Figure 2. Let us denote the $k$-th parents and $k$-th offsprings by $C^{k}$ and $O^{k}$ respectively. The required parameters are set to be $n=4, \lambda=4$, and $t=2$. Let

```
Algorithm 1 Main scheme of proposed method.
    \(D_{l=0} \leftarrow\) Generate \(\lambda\) individuals randomly for the first
    generation
    repeat
        \(D_{l-1} \leftarrow\) Select \(T \leq\) individuals from \(D_{l-1}\)
        \(p_{l}(x)=p\left(x \mid D_{l-1}\right) \leftarrow \lambda\) Estimate a joint probability
        distribution of selected \(T\) individuals
        \(D_{l} \leftarrow\) Sample \(\lambda\) individuals from \(p_{l}(x)\)
    until for \(1=2 \rightarrow \cdots\)
```

us assume that the $t$ chromosomes are selected as $T^{1}=C^{1}$ and $T^{2}=C^{3}$.

Step 1: The initial population is represented as follows:

$$
\begin{array}{ll}
C^{1}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right), & C^{2}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \\
C^{3}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right), & C^{4}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right)
\end{array}
$$

Step 2: Constructs $P$ by the selected $T^{1}=C^{1}$ and $T^{2}=C^{3}$.

$$
P=\frac{1}{2}\left(T^{1}+T^{2}\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0.5 & 0 & 0 & 0 \\
0 & 0.5 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Step 3: Creates the $k$-th new offspring $O^{k}$ (initially, $k=1$ ).

$$
O_{i j}^{k}= \begin{cases}1 & \text { if } P_{i j} \geq \operatorname{rand}[0,1] \\ 0 & \text { otherwise }\end{cases}
$$

Step 4: Alter $O^{k}$ by the typical mutation (flipping $0 \rightarrow 1$ or $1 \rightarrow 0$ )

$$
O_{i j}^{k}= \begin{cases}\left(O_{i j}^{k}+1\right) \% 2 & \text { if mutation rate } \geq \operatorname{rand}[0,1] \\ O_{i j}^{k} & \text { otherwise }\end{cases}
$$

Step 5: Alter $O^{k}$ by the proposed transpose-based mutation

$$
O^{k}= \begin{cases}{\left[O^{k}\right]^{T}} & \text { if mutation rate } \geq \operatorname{rand}[0,1] \\ O^{k} & \text { otherwise }\end{cases}
$$

Step 6: Iterates Step.2-5 until $O=\left\{O^{1}, \cdots, O^{\lambda}\right\}$ is generated.
Here, when we assume that the all $\operatorname{rand}[0,1]$ are 0.5 , then we can get the first $(k=1)$ new offspring:

$$
O^{1}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{2}\\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Moreover, if the $O^{1}$ is transposed in the Step 5, then the $O^{1}$ becomes to be the optimal structure in Fig. 1:

$$
O^{1}=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

From this simple example, we see that the proposed method can easily infer the optimal structure.

## 3. Experiments

To show the effectiveness of the proposed method, we compared the performance of the proposed method with the method of Larranaga et al. [12] and the method of Ross et al. [15] based on 10 repeated experiments. Three wellknown data sets are employed. The Asia data set, which structure is depicted in Fig. 5(a), is a small piece of fictitious qualitative medical knowledge related to the shortness of breath (dyspnoea). The ALARM(A Logical Alarm Reduction Mechanism) data set is constructed to provide an alarm message of a state of a patient using 37 variables. The Car-start data set is designed to represent the car start problem with 18 variables[23]. We generated 10,000 patterns, respectively, based on the optimal structure with conditional probabilities. The parameters for GA were set to be 50 chromosomes, 1,000 generations, and 0.2 mutation rate; since the performances on mutation rate $(=0.2)$ are generally outperformed among several mutation rates.

### 3.1 Performance comparison by scoring measure

We compared the performance of each method using well-known two scoring measures: the Bayesian score and Bayesian Information Criterion (BIC). Table 1 shows the Bayesian scores for the inferred structures through the methods on the three data sets. A lower value of the Bayesian score represents better BN structure. We can see that the proposed method outperforms the previous methods entirely. Especially, the scores of the Asia data and Carstart data are nearly approximated to the optimal scores; a difference with one score and a difference with nine scores, respectively. However, we can see that the previous methods inferred structures which had lower scores. Among the results of the previous methods, the method of the Ross et al. inferred a structure which score was similar with the optimal score at the Asia data.

Table 2 shows the BIC scores for the inferred structures through the methods on the three data sets. We can see that the previous methods inferred structures which had lower scores. About 20-30 scores are different with the optimal scores of the Asia data and Car-start data. However, the proposed method improved the performance at the three data sets. Especially, the score of the proposed method is

Table 1: Performance comparison of the Bayesian score by each method for three data sets. The asterisk $(*)$ represents the score of the optimal structure for each data set.

| Method | Asia <br> $\left(-22,405^{*}\right)$ | ALARM <br> $\left(-95,188^{*}\right)$ | Car-start <br> $\left(-23,149^{*}\right)$ |
| :---: | :---: | :---: | :---: |
| Larranaga | $-22,428$ | $-98,028$ | $-23,181$ |
| Ross | $-22,412$ | $-98,463$ | $-23,176$ |
| Proposed | $\mathbf{- 2 2 , 4 0 6}$ | $\mathbf{- 9 6 . 5 7 4}$ | $\mathbf{- 2 3 , 1 5 8}$ |

Table 2: Performance comparison of the BIC score by each method for three data sets. The asterisk $(*)$ represents the score of the optimal structure for each data set.

| Method | Asia <br> $\left({ }^{*}-22,421\right)$ | ALARM <br> $(*-95,965)$ | Car-start <br> $(*-23,319)$ |
| :---: | :---: | :---: | :---: |
| Larranaga | $-22,447$ | $-101,778$ | $-23,410$ |
| Ross | $-22,454$ | $-99,882$ | $-23,389$ |
| Proposed | $\mathbf{- 2 2 , 4 2 4}$ | $\mathbf{- 9 8 , 4 1 8}$ | $\mathbf{- 2 3 , 3 1 6}$ |

approximated to the optimal score at the Asia data. In here, additional noticeable point is that the score of the proposed method overtook the optimal score at the Car-start data. This result comes from the likelihood equivalence of the scoring measures.

### 3.2 Performance comparison by edge counting

We analyzed the experimental results through edge counting-based evaluation, which was used in the experiments of Campos and Blanco et al. for the BN structure learning [10, 21]. In general, it is difficult to figure out how perfectly the proposed method inferred the structure through the conventional score-based evaluations since it is not easy to interpret the meaning of their scores. Therefore, we additionally evaluated the inferred structures by an intuitive method how many edges are correctly and wrongly inferred. This proposed simple and intuitive evaluation is performed by counting the number of inferred edges according to the three edge types; correct edges, reverse edges and wrong edges.

Figure 3 shows the comparison results by edge counting among the three methods for the Asia data. Above all, we can see that the proposed method outperformed the previous methods at all edge types. The previous two methods commonly inferred below half of the correct edges and about half of reverse edges. Furthermore, the previous methods inferred several wrong edges. On the other hand, the proposed method inferred a structure with almost correct edges; there is a little wrong and reverse edges. Obviously, we can see that inferring a structure with correct edges reduces the number of reversed edges and wrong edges.

### 3.3 Analysis according to the mutation types

The proposed method contains two types of mutations: the typical flipping mutation and the transpose-based mutation. In this section, we present that the correct edge direction can be found by transpose-based mutation through an additional experiment with three cases: (1) only typical mutation used, (2) only transpose-based mutation used, and (3) both mutations used. The structure learning progressed with the Bayesian scoring metric.

Figure 4 shows the number of inferred edges by the proposed method using three-cases of mutations for the Asia data. Case 1 showed that the typical flipping mutation has a limitation to improve the number of the correct edges and to reduce the number of the reverse edges and wrong edges. However, we can see that the proposed method with transpose-based mutation only (case 2 ) reduced the number of the reverse edges and it means that the number of the correct edges was increased. Finally, the proposed method with both mutations (case 3) shows the best evaluation result with the most correct edges and least reverse edges. From the results, it is observed that the inferred structure via the proposed method can represent the better relationship between variables with a few wrong relationship.

### 3.4 Evolution progresses of the three methods

To visualize the evolution progress of the compared methods, we depicted the intermediate inferred structures obtained at four generation point from 1,000 generations for the Asia data; the evolution progress of the Larranaga et al. at 10th, 20th, 30th, 40th generations are shown, and the progress of the Ross et al. and the proposed method are shown at 25th, 50th, 75th, 100th generations. Figure 5 shows the optimal structure for the Asia and the elitist chromosome of the 1 st population. Figures $6-8$ show the evolution progresses of the three methods respectively. In each figure, a solid line represents a correct edge (C), a dotted line represents a reversed edge $(\mathrm{R})$, and the broken-dotted line represents a wrong edge (W). The initial populations of all methods are identical. Among them, the elitist chromosome is depicted in Figure 5.(b) which contains two correct edges, two reversed edges and 11 wrong edges which are summed of four non-inferred correct edges and seven faulty-inferred edges. And the score of the elitist chromosome of the first population is $-23,462$.

Starting from this common first generation, the progress of all the methods are depicted in Figure 6.(a)~(c). We can see that both of the previous methods have a common limitation to increase the number of the correct edges and to reduce reverse edges. Although both of the previous methods increased scores during the evolutions, the reason is from the deletion of the incorrectly inferred edges. Moreover, the two previous methods can not find the correct edges if

(b) The result after inferring through the BIC score.

Figure 3: Performance comparison by edge counting for the Asia data.


Figure 4: Number of inferred edges by the proposed method using three-cases of mutations for the Asia data. (1) Case 1: Only typical mutation used, (2) Case 2: Only transpose based mutation used, (3) Case 3: Both mutations used.
there were inferred with the reverse edges. On the other hand, we can see that the proposed method inferred the structure with the most correct edges. The noticeable point is that the inferred structure via the proposed method has

(a) The structure for the Asia data

(b) The structure of the elitist chromosome

Figure 5: The optimal structure for the Asia and the elitist chromosome of the first population.
only one reverse edge, which is a relation between (S)moke and (L)ung cancer without any wrong edges. However, it is difficult to infer the reverse edge to be correct since the scores of the correct edge and the reverse edge between the two variables are same. As a result, the score of the inferred structure is equal to the score of the optimal structure.

## 4. Conclusions

In this paper, we showed that the matrix based genetic operators outperforms the previous methods. We think that the transpose based mutation inducts to infer a better structure which has a higher score as well as more many number of the correct edges. Although the proposed method inferred much better structure in small size data such as Asia and Car datasets, it does not inducts significant results at the large size data sets such as the ALARM dataset. It seems that there is too extensive search space since the transpose based mutation makes too many possible cases, especially, on the large data. Therefore, our further research issue is a separating method of the large data into several smaller part.


20th generation Bayesian score $=-22,430$


40th generation Bayesian score $=-22,420$ $\mathrm{C}=4, \mathrm{R}=4, \mathrm{~W}=3$
(a) The evolution process of Larranaga et al.

(b) The evolution process of Ross et al.
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