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Abstract 
 
In this paper, three-dimensional free-surface flows are simulated by using two different numerical methods, the 

constrained interpolation profile (CIP)-based and finite volume (FV)-based methods. In the CIP-based method, 
the governing equations are solved on stationary staggered Cartesian grids by a finite difference method, and an 
immersed boundary technique is applied to deal with wave-body interactions. In the FV–based method, the go-
verning equations are solved by applying collocated finite volume discretization, and body-fitted meshes are used. 
A free-surface boundary is considered as the interface of the multi-phase flow with air and water, and a volume-
of-fluid (VOF) approach is applied to trace the free surface. Among many variations of the VOF-type method, the 
tangent of hyperbola for interface capturing (THINC) and the compressive interface capturing scheme for arbi-
trary meshes (CICSAM) techniques are used in the CIP-based method and FV-based method, respectively. Nu-
merical simulations have been carried out for dam-breaking and wave-body interaction problems. The computa-
tional results of the two methods are compared with experimental data and their differences are observed.  
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1. Introduction 

Wave-body interaction problems are important 
for the design of ships and offshore structures. Po-
tential-based codes give reasonable results for engi-
neering purposes. However, they have some limita-
tions in simulating strongly nonlinear wave-body 
interaction flows. Among alternative approaches, 
direct numerical methods based on the Navier-
Stokes or Euler equations are becoming popular, 
due to the dramatic increase of computational re-
sources. Yang and Löehner [1] also demonstrated 
highly nonlinear wave-body interaction simulations 
such as slamming and green water using VOF and 
FEM, and suggested an efficient extrapolation algo-

rithm. Hu et al. [2] demonstrated some three-
dimensional computations of strongly nonlinear 
wave-ship interaction problems by using the CIP 
method. Monroy et al. [3] presented the Reynolds 
Averaged Navier-Stokes (RANS) simulations of 
ship motions in regular and irregular head seas, 
cooperating with potential-based incident waves. 

The major difficulty in the numerical simulation 
of highly nonlinear wave-body problems is that the 
topology of the free-surface boundary can be large-
ly distorted, fragmented and merged. The volume-
of-fluid method is one of the most popular schemes 
for studying two-phase flow problems with a free 
surface. In the VOF method, computations can be 
performed on a fixed grid system without an inter-
face tracking procedure, and the interface is cap-
tured as part of the solution while ensuring mass 
conservation. Among many variations of the VOF 
method, CICSAM, which was first suggested by 
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Ubbink and Issa [4], is adopted for the FV-based 
method, because this method is flexible enough to 
apply an unstructured grid system and to appro-
priately retain the transitional region between the 
two fluids during the long-time simulations. Re-
cently, Xiao et al. [5] developed the tangent of 
hyperbola for interface capturing (THINC) scheme, 
showing good performance compared with the oth-
er interface capturing methods, even when com-
pared with a very simple algorithm. This method is 
adapted for the CIP-based method. In this paper, a 
mathematical model is based on the three-
dimensional unsteady incompressible Navier-
Stokes equation which is solved by two different 
numerical methods, the CIP and FV based methods. 
In the CIP-based method, the Navier-Stokes equa-
tion is solved on a stationary staggered Cartesian 
grid by a finite difference method, and the im-
mersed boundary technique is applied to deal with 
wave-body interactions. In the FV–based method, 
the governing equations are solved by using collo-
cated finite volume discretization, and body-fitted 
meshes are used. To compare and verify the accu-
racy of the developed methods, numerical simula-
tions have been carried out for two problems: a 
dam-breaking problem with an obstacle, and a 
wave-body interaction for a truncated circular cy-
linder. 

 

2. Numerical methods I: CIP-based method 

2.1 Field equation solver 

The CIP method was developed by Takewaki [6] 
in order to reduce numerical diffusion. The key idea 
of the CIP method is to approximate both a physical 
parameter, say f, and its spatial derivatives as cubic 
polynomials at grid points for the interpolation of 
parameters inside a cell. Once the interpolation 
function is constructed, a semi-Lagrangian proce-
dure is applied for time evolution as follows: 

 
       1 1;n n n nf f t g g t      x x u x x u  (1) 

 
where / , ( 1,2,3)ig f x i    . 
The flow solver is the CIP-combined unified proce-
dure (CCUP) method (Yabe [7]) based on the frac-
tional step method and the CIP scheme for advec-
tion equations. The governing equations to be con-
sidered are as follows: 
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where , 1,2,3ix i   and iS  is a source term 
except for the pressure gradient term. b

if  is an 
external body force. The time evolutions in Eqs. (3) 
and (4) are performed by a fractional step method, 
that is, a solving procedure is divided into three 
steps: one advection phase and two non-advection 
phases. At the first step, we solve the equation with 
only an advection terms by the CIP or rational CIP 
(RCIP) methods. Instead of using a cubic-
polynomial interpolation function in the conven-
tional CIP method, the RCIP method uses a rational 
function as follows: 
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The coefficients can be uniquely determined by 
using function values and the gradient values at 
each cell boundary. For multi-dimensional cases, 
the details can be found in Xiao et al. [8]. 
In the second step, the equations with diffusion and 
external force terms are solved by an explicit Euler 
algorithm. Finally, the pressure Poisson equation is 
solved by an iterative scheme to satisfy Eq. (2). The 
Poisson equation for pressure can be written as 
follows: 
 

1 **1 1np
t

 
        

u   (6) 

 
Here, the superscript n+1 denotes the quantities at 
the next time step, and the double asterisk denotes 
the intermediate values obtained after the non-
advection phase. After the pressure is obtained in 
the divergence-free velocity field, the velocity 
components are updated. The time step is then ad-
vanced to the next time step. 
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2.2 Free-surface capturing method 

The free surface is determined by an interface 
capturing method. To identify the different phases 
in the multi-phase flow, a density function m  is 
defined for liquid (m=1), gas (m=2), and solid body 
(m=3). The density function for the liquid phase 1  
is calculated by solving the following advection 
equation: 
 

1 1 0i
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u
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  (7) 

 
The density function for the gas phase 2  can then 

be calculated from a simple constraint 1m
m

   

for each cell. 
 

 
Fig. 1. Concepts of THINC method 1/ 2 0iu    

The THINC scheme introduced by Xiao et al. [5] is 
used in the present computation. In this scheme, the 
profile of the density function inside a cell is ap-
proximated with hyperbolic tangent function to 
reproduce the jump of the density function near the 
free surface. As shown in Fig. 1, the THINC me-

thod uses the cell-averaged density function ( ) 

with temporal integration which is updated from the 
following equation: 
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fluxes are calculated by a semi-Lagrangian method 
similar to the CIP scheme, but the THINC scheme 
uses a tangent hyperbolic function, instead of using 
a polynomial, as follows: 
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where α determines the maximum value of the in-
terpolation function, β is related to the steepness of 
the jump, fixed as 3.5 in this computation, γ is de-
termined according to the slope orientation of the 
jump, and δ is calculated by solving the following 
equation: 
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Multi-dimensional computation is performed by 
operator splitting. The details can be found in Xiao 
[5]. 
 

3. Numerical methods II: FV-based method 

The governing equations in the fluid domain are the 
continuity and incompressible Euler equations, 
which are written in conservative forms as follows 
(Ferziger and Peric [9]):  
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Here, Ω denotes the control volume and S is the 
control surface enclosing Ω. ρ and p are the fluid 
density and pressure, respectively. ix is the Carte-

sian coordinate vector and iu  is the corresponding 

velocity component. jn  is a unit normal vector on 

S , and ij  indicates the effective viscous stress. In 

addition, ib  indicates the body force. Spatial dis-

cretization is carried out using the GAMMA 
scheme for the convective term and the central dif-
ference scheme for the diffusive term based on the 
collocated grid system. The first-order implicit Eu-
ler method is used in temporal discretization. The 
SIMPLE method with several correction steps is 
applied to couple the pressure and velocity field. It 
is well-known that checker-board instability can 
occur in the collocated arrangement of fluid va-
riables. In order to remedy this problem, the mo-
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mentum interpolation method suggested by Rhie 
and Chow [10] is utilized with additional correction 
by Choi [11]. Final algebraic linear systems are 
solved by the Bi-CGSTAB algorithm. 
Two-phase fluids are treated as a single continuum 
while implicitly capturing the interface. In the phys-
ical domain, the fluid density and viscosity are 
changed according to the volume fraction α. 
 

1 2 (1 )         (13) 

1 2 (1 )        (14) 
 
In the present VOF method, an additional scalar 
convection equation for the volume fraction should 
be solved simultaneously with the Navier-Stoke 
equation. 
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Ubbink and Issa [4] suggested a new high resolu-
tion method (CICSAM) for the accurate capturing 
of fluid interfaces on the meshes of an arbitrary 
topology. In this scheme, two high resolution dis-
cretization schemes, the convection boundedness 
criteria (CBC) and the ultimate quickest (UQ), are 
appropriately combined to ensure the preservation 
of the sharpness and the shape of the interface 
while retaining the boundedness of the field. 
 

, ,(1 )f f f CBC f f UQ        (16) 

 
where f  is a weighting factor which takes into 

account the slope of the free surface relative to the 
direction of motion. More details about the 
CICSAM scheme can be found in Ubbink and Issa 
[4]. 
 

4. Results and discussion 

4.1 Dam-breaking problem with an obstacle 

The dam-breaking problem is a typical ben-
chmarking problem used to validate complex flow 
patterns such as fragmentation, overturning and 
reunification. The experiment for the present com-
putational model has been carried out at the Mari-
time Research Institute Netherlands (MARIN). A 
large tank of 3.22×1.00×1.00m is used with an open 

roof. Inside the tank, a small box has been placed 
on the bottom. The initial conditions and measuring 
locations are given in Fig.2, and the detail experi-
ment conditions can be found in Kleefsman et al. 
[12]. 

Free-surface snapshots taken directly before and 
after the water hits the bottom box are compared 
with the experimental observation in Fig. 3. The 
comparison shows that reasonable results can be 
obtained using the present numerical methods in 
free-surface shapes before the impact. Some differ-
ences can be found between the two numerical re-
sults and the experiment after the impact. The de-
tailed water splash around the obstacle cannot be 
simulated in computations due to the mesh resolu-
tion and numerical diffusion. However, the global 
flow motions are very similar. 

 

Fig. 2. Schematic view of dam-breaking problem 

 

<CIP, 0/ 1.69t g h   >   <CIP, 0/ 2.53t g h   > 

 

<FV, 0/ 1.69t g h   >   <FV, 0/ 2.53t g h   > 

 

<Exp., 0/ 1.69t g h   >   <Exp., 0/ 2.37t g h   > 

Fig. 3. Comparisons of snapshots for dam-breaking problem 
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Fig. 4. Comparison of water heights measured at H4 
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Fig. 5. Comparison of pressure time histories measured at P1 

 
Fig. 4 shows the total water height measured at 

the initial water column (H4). The figure shows 
almost the same results before the water hits the left 
wall ( 0/ 11.5t g h  ). This means that the decreas-
ing rate of water height is similar to the computa-
tions and the experiment, while the reversing wave 
situations differ with each other. When the impact 
occurs with the bottom obstacle, there are a large 
number of water splashes which are difficult to 
simulate by using conventional computation me-
thods and moderate mesh resolution. Thus, during 
the impact, some physical quantities are lost and 
this affects the flow characteristics such as wave 
speed and free-surface shape. 

In Fig. 5, the local pressure (P1) measured at the 
front of the box placed in the tank bottom is com-
pared with the experiment data. The local pressure 
also differs between the computational results and 
experiment data near 0/ 20t g h  . At this point, 
the wave return again to the box after it hit the left 
wall. Since detail conditions such as bottom rough-
ness and turbulence modeling differ with the expe-
riment, some discrepancy between the computa-
tions and the experiment result is inevitable. 

 

4.2 Diffraction problem for truncated cylinder 

The accurate predictions of wave run-up and 
wave-induced load on a circular cylinder are impor-
tant for the design of offshore structures, and the 
degree of accuracy of the predictions is a parameter 
for estimating the ability of a numerical method. In 
this study, a truncated vertical circular cylinder with 
a diameter of 16m and a draft of 24m is considered. 
This model has been experimentally investigated by 
Sung et al. [13]. The computational domain is a 
rectangular wave tank with a length of 5λ, a depth 
of 20a, and a half-width of 9a, as shown in Fig. 6. 

Wave elevations measured at two locations of the 
weather side (E1) and lee side (E5) are compared in 
Fig. 7. In the case of E1, the CIP-based method 
gives a similar result as the experiment data, while 
the FV-based method result slightly differs in both 
amplitude and phase. On the other hand, the CIP-
based method shows a smaller wave elevation at 
E5, while the FV-based method shows almost the 
same maximum wave height. Since the body boun-
dary condition does not satisfy exact position of the 
circular cylinder in the CIP-based method, this 
shows that some amount of fluid remained at the 
cylinder surface. Thus, this may result in a smaller 
wave height in the wake region. 

 

 
Fig. 6. Schematic view of diffraction problem for truncated 

cylinder and measuring locations of wave height 
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Fig. 7 Comparisons of wave elevations measured at E1 (up-

per) and E5 (lower) 
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Fig. 8 Comparisons of surge force signals (upper), enlarged 

between 50~80 sec (lower) 

 

 

 

 

 

 

 

Fig. 9 Snapshots of diffraction problem for truncated cylinder 

 
In Fig. 8, the time-history of the surge force is 

compared with the experimental data. The CIP-
based method provides the computational result to 
the experimental data closer than the FVM result 
for force magnitude and phase. Since computation 
using a staggered Cartesian grid ensures a more 
accurate incident wave, the diffraction force is also 
more accurate in the CIP-based method than in the 
FV-based method results. However, both methods 
give a slightly smaller surge force than the experi-
mental data. 
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Sequential snapshots for the case in which the 
wave period is 7sec and wave slope is 1/16 are 
compared during one period in Fig. 9. The global 
wave patterns are similar between the CIP-based 
and FV-based methods, but the detailed free-
surface profiles around the body show some differ-
ences. The CIP result shows “stair-stepping” beha-
vior because the volume fraction is interpolated by 
a tangent hyperbolic function in the THINC me-
thod, while the FV-based method provides a 
smooth free-surface shape. 
 

5. Conclusions 

In the present study, two different methods, the 
CIP-based and FV-based methods, are applied to 
solve three-dimensional wave-body interaction 
problems including the dam-breaking problem with 
an obstacle and the diffraction problem for a trun-
cated cylinder. Based on the present study, the fol-
lowing conclusions can be made: 

 
• In solving the dam-breaking problem, both me-

thods provide similar results to the experiment. 
When the fluid flow becomes very violent, the 
numerical results slightly differ from the experi-
mental data due to water splash, bottom rough-
ness, and turbulence modeling etc. 

• The THINC method gives “stair-step” behavior in 
the free-surface shape, while the CICSAM me-
thod gives a smoother wave profile. However, 
both methods provide a reasonable free-surface 
motion. 

• In solving the diffraction problem for the trun-
cated cylinder, the CIP-based method provides 
computational results that are closer to the expe-
rimental data than the FV-based method in the 
wave-elevation at the cylinder front and surge 
force. However, in the wake region, the FV-
based method gives a better wave-elevation re-
sult than the CIP-based method. A more solid 
conclusion for this finding can be made after 
more systematic computation and comparison. 
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