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Geostationary Orbit Surveillance Using the Unscented Kalman Filter 
and the Analytical Orbit Model

Kyoung-Min Roh†,  Eun-Seo Park, and Byung-Kyu Choi

Division of Space Science, Korea Astronomy and Space Science Institute, Daejeon 305-348, Korea

A strategy for geostationary orbit (or geostationary earth orbit [GEO]) surveillance based on optical angular observations 

is presented in this study. For the dynamic model, precise analytical orbit model developed by Lee et al. (1997) is used 

to improve computation performance and the unscented Kalman filer (UKF) is applied as a real-time filtering method. 

The UKF is known to perform well under highly nonlinear conditions such as surveillance in this study. The strategy that 

combines the analytical orbit propagation model and the UKF is tested for various conditions like different level of initial 

error and different level of measurement noise. The dependencies on observation interval and number of ground station 

are also tested. The test results shows that the GEO orbit determination based on the UKF and the analytical orbit model 

can be applied to GEO orbit tracking and surveillance effectively.
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1. INTRODUCTION

The geostationary earth orbit (GEO), located at about 

35,786 km above the equator, is the orbit where the sat-

ellite orbit period is the same with the rotation cycle of 

the earth which was first calculated by Noordung (1929). 

Having the same orbital period with one sidereal day 

means that about 40 percent of the Earth surface can be 

observed for 24-hour by a single GEO satellite. This prop-

erty is a great advantage for satellite communication and 

motivates more than 1,200 GEO satellites to launch since 

Syncom-2, was launched in 1963. Currently, about 400 

geostationary satellites are operating (CelesTrack 2011). 

However, since the geostationary orbit is a limited space 

resource due to its features–a limit altitude and inclina-

tion, the allocation of GEO is managed by international 

organizations and the operation area of the GEO satel-

lite is also limited to the range of 0.1° × 0.1°. Hence, for 

the efficient management of the limited space resource, 

it is important not only to track GEO satellites of one’s 

own country but also to surveil and track the satellites 

and space debris approaching the allocated domain. 

Air Force Research Laboratory Maui Optical and Super-

computing (AMOS) at Hawaii, USA and the Satellite Situ-

ational Awareness program of European Space Agency 

(ESA) are representative examples of GEO surveillance 

using an optical system (del Monte 2007).

The purpose of this study is to suggest the orbit de-

termination strategy for the real-time surveillance of the 

space objects and space debris located near GEO. The 

system for the surveillance and tracking of GEO satellites 

requires rapid and accurate determination of the orbit of 

unidentified objects as well as continuous tracking and 

surveillance by efficient cataloging. In particular, choice 

of the rapid and stable orbit determination system is very 

important for an object near GEO since the observation 

time is limited for an optical observation based system. 

In this study, we employed the unscented Kalman filter 

(UKF) as the real-time orbit determination algorithm 

for rapid orbit propagation and orbit determination. We 

used the analytical dynamic model for the orbit propaga-

tion. The algorithm of the UKF proposed by Julier et al. 

Received Sep 17, 2010   Revised Mar 31, 2011   Accepted Jul 28, 2011
†Corresponding Author

E-mail: kmroh@kasi.re.kr 
Tel: +82-42-865-3245   Fax: +82-42-861-5610

This is an Open Access article distributed under the terms of the 
Creative Commons Attribution Non-Commercial License (http://cre-
ativecommons.org/licenses/by-nc/3.0/) which permits unrestricted 
non-commercial use, distribution, and reproduction in any medium, 
provided the original work is properly cited.



J. Astron. Space Sci. 28(3), 193-201 (2011)

http://dx.doi.org/10.5140/JASS.2011.28.3.193 194

charged coupled device (CCD) Debris Telescope (CDT) 

installed in AMOS, USA, of which diameter is 30 cm and 

viewing angle is about 1.7° × 1.7°, and it is generally used 

for the surveillance of space debris on the geostation-

ary orbit (Africano et al. 2004). Flohrer et al. (2005) also 

reported that objects with the diameter of about 25 cm 

could be surveiled on the geostationary orbit using the 

ESA telescope with the diameter of 1 m and the viewing 

angle of 0.7° × 0.7°. In addition, the orbit can be precisely 

determined by applying appropriate dynamic model and 

estimation algorithm because the recent optical tele-

scopes provide very precise observation data. Sabol & 

Culp (2001) showed that the orbit could be determined 

in the resolution of 10 meters using only the azimuth and 

elevation observation data of the Raven telescope with 

the observation precision of 1~2 arcsec. 

In this study, three ground stations in Korea, India and 

Australia were chosen as the tracking stations, forming 

a triangle in order to have the geometric distribution as 

wide as possible as shown in Fig. 1. Simulation experi-

ments were also performed for the cases where the num-

ber of tracking stations was two and one. The specific lo-

cations of the individual observatories were set as shown 

in Table 1. The geostationary orbit has the advantages 

that there is almost no change in the azimuth and ele-

vation because the GEO satellite looks stationary when 

viewed from the ground. However, the optical observa-

tion system has many limitations in the observation time 

due to the weather and eclipse. The main purpose of this 

study is to analyze the performance of the orbit deter-

mination algorithm suggested in this study. For this, the 

various tests were performed assuming that observation 

is possible for a certain period of time each day.

(1995), enables to form the algorithm without lineariza-

tion, different from the extended Kalman filter (EKF) that 

includes the linear approximation of nonlinear system, 

and thus has rigid characteristics of the nonlinear sys-

tem. Roh et al. (2007) suggested that such an advantage 

of the UKF showed better performance in the satellite or-

bit determination than that of the EKF in the case where 

nonlinearity was intensified like the large initial error. On 

the other hand, the variation of mean orbital elements 

are slower than that of the osculating one, so it is easier 

way to use the mean elements for managing satellite da-

tabase. However, the mean orbital elements is defined 

with the corresponding analytical orbit model, so satel-

lite database using the mean orbital elements should be 

provide with the orbit model that used to generate the 

database. The osculating orbit can easily be recovered 

for short and long term through the accompanying orbit 

software by adding by secular, short and long term varia-

tion of the orbital elements. One of the representative 

analytical orbit propagation models for the geostation-

ary orbit is the SDP4 model used by the North American 

Aerospace Defense Command (NORAD) to manage the 

satellite database so called Two Line Elements (TLE) 

(Hoots & Roehrich 1980). However, the SDP4 orbit model 

is too simple to use a latest high-resolution observation 

system. In this study, we used the analytical dynamic 

model developed by Lee et al. (1997). This model has 

been already applied to a time synchronization system 

based on a GEO satellite to which the EKF was applied, 

showing the orbit determination accuracy of several 

hundred meters (Yoon et al. 2004).

The main purpose of this study was to verify the avail-

ability of the orbit determination algorithm based on the 

analytical orbit dynamic model and the UKF as a geosta-

tionary orbit tracking and surveillance system. This arti-

cle consists of following chapters: Chapter 2 explains the 

geostationary orbit determination system of this study; 

Chapters 3 and 4 describe the analytical dynamic model 

and the UKF that were applied to this study; Chapter 5 

describes the result of the simulation experiment for var-

ious cases; and Chapter 6 made the conclusions.

2. GEO ORBIT SURVEILLANCE

An optical telescope is generally used for the obser-

vation of the surveillance and tracking of unidentified 

space objects and space debris located on the geostation-

ary orbit because the altitude is very high as 35,800 km 

(Africano et al. 2004). One representative example is the 

Fig. 1. Geostationary orbit determination system based on optical system.

Table 1. Geodetic locations of ground tracking stations.

Tracking station Latitude(°) Longitude(°) Altitude(m)

Daejeon
Bangalore
University of Tasmania

36.33
13.03

-42.81

127.43
77.51

147.44

43.5
838.0

43.0
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where L denotes the mean longitude, which is calculated 

as ‘λ − Greenwich sidereal time’.

State variables should be carefully chosen to apply the 

analytical orbital propagation model to the real-time or-

bit determination algorithm. The reason was that, if oscu-

lating orbital elements were chosen as the state variables, 

the conversion of the osculating orbital elements to the 

mean orbital elements would be frequently required in 

the orbit propagation procedure and thereby not only 

the calculation speed but also the filtering performance 

would be decreased (Daum 2005). So, in this study, the 

orbital elements containing only the secular variation 

were chosen as the state variables. Moreover, the choice 

of the mean orbital elements as the state variables pro-

vides the advantage of management that the orbit deter-

mination result can be directly cataloged as in the case of 

TLE of NORAD.

To verify the accuracy of the analytical orbit propaga-

tion model applied to this study, we compared the re-

sult with the orbit calculated by the high-precision orbit 

propagator (HPOP) module of satellite tool kit, a high-

resolution numerical orbit propagation model (Analyti-

cal Graphics 1998). In HPOP, the 7(8)th order of Runge-

Kutta integration method was used and the EGM96 

gravity model up to 36 × 36 coefficients, the perturba-

tion by the solar radiation pressure, and the three-body 

perturbation by the sun and the moon. In addition, the 

perturbations by the solid earth tide, the ocean tide and 

atmospheric resistance as well as the three-body pertur-

bation by the major planets of the solar system were also 

included in the model to simulate as closely as possible 

to the actual state, although these perturbations are not 

included generally in the geostationary orbit model be-

cause of the little effect. Fig. 2 shows the difference be-

tween the orbit propagation for 90 days (epoch: 2005-5-7 

12 h) by the analytical orbit model (left column) and the 

orbit propagation of the same initial orbit by HPOP (right 

column). Table 2 is the initial orbitals elements used in 

here. The comparison of the result with that by HPOP 

3. ANALYTICAL DYNAMIC MODEL

The orbit propagation model for the GEO satellite us-

ing the analytical method refers to the method to cal-

culate the orbit elements at arbitrary time through the 

series expansion of the Lagrangian equation solution for 

the orbit elements (Lee et al. 1997). Since the eccentricity 

and the orbit inclination angle approach zero in the orbit 

propagation equation applied in this study, we used the 

equinoctial orbital elements, a, e
c 
= e cos(ω + Ω), 

 
e

s 
= e sin(ω 

+ Ω), W
c 
= sin i cos Ω, W

s 
= sin i sin Ω and λ

 
= ω + Ω + M to pre-

vent the singular points. Here, a, e,
 
i, Ω, ω and M refer to 

the Kepler’s six orbital elements. Given the perturbation 

function for a satellite, R, the orbital equation of motion 

using the equinoctial orbital elements are expressed as 

Eq. (1) (Brouwer & Clemence 1961):
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where n denotes the mean orbital angular velocity, G the 

gravitational constant, M⊕  the mass of the earth, M the 

mean anomaly, and ω  the perigee longitude. The pertur-

bation function R in Eq. (1) contains the perturbations 

due to non-symmetric geopotential up to 5 × 5 term, the 

Sun and Moon’s gravity, and the solar radiation pressure. 

Generally, the position of a satellite in an analytical or-

bit propagation model, that is, the osculating orbital el-

ements, can be expressed by the sum of the each mean 

orbital element, the secular variation, and the long and 

short-period variations as in Eq. (2):
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Table 2. Initial epoch and orbital elements used for the truth orbit 
simulation.

Item Value

Epoch
Semi-major axis
Eccentricity
Inclination
Right ascension of ascending node
Argument of perigee
Mean anomaly

2005-05-07 12 h
42,164.169637 km
9.09519e-5
3.392897e-2 (degree)
185.567526
0.000000
30.000
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for the semi-major axis and 1 × 10-6 (1σ) for other orbital 

elements, considering the result described above and the 

short observation interval (one minute at most) set in 

this study. These values were applied to all the following 

simulation experiments.

showed that the error in the semi-major axis was about 

20 m after the orbit propagation for 90 days and the error 

in other elements was about 2 × 10-5, which was similar 

to the result by Lee et al. (1997). The system noise level 

of the analytical orbit propagation model set as 1 m (1σ) 

(f)

(b)(a)

(e)

(d)(c)

Fig. 2. Orbit differences between the analytical and high-precision orbit propagator model. 
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Propagation of the state and observation vectors:

The state vector is calculated using the propagated sig-

ma-points, χκ + 1 
that are achieved by propagating the sig-

ma-points calculated by Eq. (3). The observation vector is 

also calculated using the Eq. (3) with the state vector γκ + 1. 

( )
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0
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=∑x χ                               (6)

2
( )

1 1,
0

L
m

k i k i
i
W+ +

=
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Additionally, the covariance and the cross covariance 

of the propagated state and observation vectors are cal-

culated as follows:
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where the weights, ( )m
iW  and ( )c

iW , are defined as follows:
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Here, the optimal value for β is known to be 2 for a Gauss-

ian distribution (Wan & van der Merwe 2001). The update 

of the propagated state variables and the covariance is 

performed by the same equations of the EKF as follows:

1
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where 1k+y  denotes the actual observation vector.

Whereas the UKF has the advantage that the nonlin-

ear orbit propagation model can be used without linear-

ization, it has the drawback that a total of 25 (= 2L + 1) 

sigma-points selected on the basis of the six state vectors 

4. UNSCENTED KALMAN FILTER

The UKF has been used for studies in many applica-

tion areas thanks to the advantage of using the nonlinear 

system without linearization. The UKF uses the statistical 

distribution of the state variables of the nonlinear equa-

tion, applying the state variables to the nonlinear system 

by sampling a number of state variables around the refer-

ence state variables called ‘sigma-point.’ Roh et al. (2007) 

showed that the UKF is better than the EKF in terms of 

the convergence speed, precision and robustness in the 

orbit determination based on the geomagnetic field ob-

servation. On the other hand, the UKF requires long com-

puting time in most cases when numerical integration is 

used because orbit propagation should be performed for 

a great number of ‘sigma-points’ (Roh et al. 2007). How-

ever, the use of an analytical dynamic model, as in our 

study, may cancel off this drawback.

In general, the estimation algorithm begins with the 

definition of the system and the observation models as 

follows:

1 ( , )
( , )

k k k

k k k

t
t

+ = +
= +

x f x w
y h x ν

                             
(3)

where X denotes the state vector, which is the mean 

equinoctial orbital elements, y the observation variables 

consisting of the azimuth and the elevation, and W and ν 

the system and observation noises, respectively. As men-

tioned in Chapter 2, the system function, f, includes only 

the secular variation and the long-period and short-peri-

od variations are used only when calculating the osculat-

ing orbit. The algorithm of the UKF is briefly described 

as follows:

Initialization and choice of sigma-points: 

( ) ( )
Ta T T = = x x w 0 ,   ( )a  
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 

P 0
P

0 Q
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i
L η = ± + χ          x x P

  
1,...,i L=
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where P and Q denote the state vector and the covariance 

of the system noise vector, respectively, ( )( ) a

i
L η + P the 

i th row of P(a), L the sum of the numbers of the state vari-

ables and system noises, which is 12 in this study. The 

factor that determines the size of the sigma-points, η, is 

defined as α2 ( L + κ) − L, which is a function of κ and α. 
However, since κ is generally set as 3-L (Julier et al. 1995), 

the range of the sigma-points is determined by α (0 < α < 1).
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continuous tracking is determined by how rapidly and 

precisely the estimation filter can converge from the 

relatively large initial error. In this study, we performed 

the orbit determination applying the error of 10 km, 30 

km, 60 km and 100 km to the initial position vector of the 

truth orbit. Thus, the positional error of the maximum 

170 km was taken into account. For the experiment, we 

assumed that there were three observatories shown in 

Table 1, the observation time interval was 5 seconds, and 

the observation precision was 5 arcsec. The tests results 

are summarized in Fig. 3. Even when the maximum ob-

servation precision is assumed to be 60 arcsec, the maxi-

mum initial error does exceed 100 km because the dis-

tance error of 60 arcsec is just about tens of kilometers. If 

only angular measurements are used, more than 100 km 

of the initial orbit error is meaningless because the satel-

lite is out of the viewing angle of the optical telescope. 

However, as shown in Fig. 3, the convergence was made 

to the level of 100 m when the simulation was continued 

for about 30 minutes.

5.2 Effect of the Observation Time Interval

When performing optical observation of the geosta-

tionary orbit, the observation time should include the 

CCD exposure time and the time taken to generate the 

angle information through the data processing. In this 

test, we examined the orbit determination performance 

varying the observation time interval from 5 seconds to 

the maximum 60 seconds. The number of ground obser-

vatories was three and the precision of the observation 

value was 5 arcsec, just as in the previous test regarding 

the initial error. The initial error of 100 km was applied 

for each axis, so the filtering was started with the initial 

positional error of about 170 km. Fig. 5 shows the test 

and the system noise vectors should be dealt with. How-

ever, the analytical orbit propagation model applied in 

this study can cancel off this drawback. In the next chap-

ter, the performance of the geostationary orbit deter-

mination algorithm suggested in this study was verified 

through the simulation experiments for the various cases 

of different numbers of observatories, observation time 

intervals, and observation error levels.

5. SIMULATION TEST

The greatest drawback of the geostationary determi-

nation method based on an optical system is the limited 

observation time span. In particular, the orbit determi-

nation of unidentified GEO satellites or space debris 

lacking the initial orbital elements begins with a relative-

ly large initial error. Thus, the orbit determination should 

be performed so that the orbit determination algorithm 

is not diverged and the tracking can be followed even at 

the next observable time, which is about one day later. 

For example, the telescope of 1 m diameter, which is used 

by ESA for the space object surveillance, has the viewing 

angle of about 0.7 degree, which corresponds to the er-

ror of about 500 km on the geostationary orbit. There-

fore, the observation is possible when the orbital error 

after propagating the estimated orbit for about 24 hours 

is within 500 km.

This chapter describes the simulation experiments 

performed for various cases to verify the geostationary 

orbit tracking and surveillance realized in this study. The 

truth orbit for the simulation experiments was calculated 

by HPOP as described in Chapter 2. With respect to the 

azimuth and elevation calculated for the ground stations 

in Table 1, different white noises were applied for the 

simulation experiments. The truth orbit was generated 

with reference to the same reckoning date of July 1, 2005, 

as in the test results in the previous chapter. The orbit, 

the longitude 116° geostationary orbit, was set to have 

the same mass and cross-sectional area, which are 700 kg 

and 21.0 m2, respectively. Following sections are the orbit 

determination results for the various level of initial error 

and measurement noise, the different time interval of the 

measurements, and the different number of ground sta-

tion.

5.1 Effect of the Initial Error

In cases of the GEO satellites or space debris of which 

initial orbit information is unknown, the possibility of Fig. 3. Orbit determination results for the difference initial orbit errors.
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time), and 60 data per hour were processed when the 

observation time interval was 60 seconds (ten hours of 

observation time). Table 3 summarized the mean orbital 

error for 30 minutes after one hour of data processing 

for each case. In all the cases, the orbital error was con-

verged to less than 300 m after one hour of data process-

ing. As Fig. 4 shows, the orbital determination precision 

was converged to the similar level after processing the 

same number of observation data. The orbit error after 

24 hours following one hour of data processing in a 60 

second interval was about 7.9 km, indicating that con-

tinuous tracking was possible. On the other hand, the 

velocity element was converged more rapidly as the ob-

servation time interval was longer, as shown in Fig. 4. The 

reason why the velocity element showed different trend 

is that the observation information is biased to the po-

sitional element. In other words, the velocity element is 

more precise at the same error level as the observation 

time interval was longer. Moreover, as the positional ele-

ment is rapidly converged, the covariance of the velocity 

element is also reduced, resulting in slow convergence of 

the velocity element.

5.3 Effect of the Observation Error Level

 In this test, we analyzed the orbit determination per-

formance depending on the observation precision of the 

optical system. The observation error was simulated as 

the white noise for the azimuth and elevation individu-

ally. The orbit determination was performed for the error 

level ranging from 10 arcsec (1σ) to the maximum 60 arc-

sec (1σ) to verify the strategy of this study for various op-

tical telescopes. The number of the ground observatories 

and the observation time interval were set to be 3 and 5 

seconds, respectively. The initial error of 100 km was ap-

plied to the angular axis. Fig. 5 shows the orbit determi-

nation result depending on the observation error level. 

result of different observation time intervals. Each case 

had the same number of observation data, i.e., a total of 

2,880 observation times were processed. In other words, 

720 data per hour were processed when the observation 

time interval was 5 seconds (four hours of observation 

(b)

(a)

Fig. 4. Orbit determination results for the different measurement inter-
vals. Position (top), velocity (botton).

Fig. 5. Orbit determination results for the different measurement noise level.

Table 3. Results for the different measurement 
interval (during 30 minutes after 1-hour).

Δt (sec)
Number of

Observation
Epoch

  RMS (m)

         5
10
20
30
40
50
60

720
360
180
120

90
72
60

14.0
63.7

134.8
183.8
219.5
244.2
260.8

RMS: root mean square
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the algorithm suggested in this study is available for the 

tracking and surveillance of geostationary orbit satellites.

6. CONCLUSIONS

In this study, we developed the orbit determination 

algorithm for geostationary orbit satellites based on opti-

cal observation system to track and surveil geostationary 

orbit satellites. Tests were carried out for various cases to 

verify the availability and validity of the suggested strat-

egy. Firstly, we employed the UKF as the orbit determi-

nation algorithm and the analytical orbit propagation 

equations to improve the calculation speed of the UKF. 

We made the space object tracking and surveillance da-

tabase management easier by setting the mean orbital 

elements as the estimation vectors for the orbit determi-

nation.

The tests performed in this study assumed an opti-

cal observation system. The orbit determination perfor-

mance was focused on not only the final orbit determi-

nation precision but also continuous tracking possibility. 

In the test with the initial error greater than 100 km, the 

convergence was rapidly made to about several tens of 

meters after one hour, assuming that the observation 

was performed at three ground stations with the angular 

resolution of 5 arcsec and the observation time period of 

5 seconds. Considering that the about 1° of viewing angle 

corresponds to about 700 km on the geostationary orbit, 

tracking can be continuously performed even after one 

day. When the initial error was small, the orbit was stably 

determined to about 10 m accuracy after one hour of or-

bit determination process. On the other hand, there was 

almost no difference between the cases where the num-

ber of ground observatories was 2 and 3. However, when 

there was only one ground observatory, a considerably 

many number of continuous observation data were re-

quired for the convergence speed and precision because 

of the geometrical limitation. The results in this study 

used the simulated orbit and observation values. In the 

future, tests may need to be performed considering the 

constraints such as weather and eclipses as well as the 

precision of optical system in order to apply an actual 

system.

The orbit determination algorithm for the geostation-

ary orbit tracking and surveillance developed in this 

study is useful not only to protect the geostationary sat-

ellites but also to protect a GEO area assigned to a coun-

try from the threat of unidentified space objects in the 

future.

Even though the convergence speed and the orbit deter-

mination precision were varied by the observation error, 

the root mean square orbit error after about one hour of 

processing was converged to 600 m in all the cases. Con-

sidering that the observation precision of the general 

geostationary tracking and surveillance telescopes is less 

than 10 arcsec, the tracking and surveillance can be car-

ried out well through the algorithm applied in this study.

5.4 Effect of the Number of Ground Observatories

In this section, we analyzed the orbit determination 

result depending on the number of ground observa-

tories. As shown in Fig. 1, the orbit determination was 

performed with the ground observatories in a triangular 

form in all the previous tests. It was because it is ideal to 

arrange the ground stations to have the geometric dis-

tribution as wide as possible because the geostationary 

orbit has the high altitude of 35,800 km and it looks as 

if stationary when viewed from the ground. Fig. 6 shows 

the orbit determination results for one station in Dae-

jeon, two in Daejeon and Bangalore, and three addition-

ally at Tasmania University in Australia. As Fig. 6 shows, 

there was almost no difference between the cases where 

the number of ground observatories was 2 and 3. How-

ever, the convergence speed was much lower when only 

one ground observatory was included: the orbit error was 

converged to less than 10 km after about two hours.

In this chapter, we performed orbit determination ap-

plying different initial error levels, observation precision 

levels, observation time intervals and different number 

of ground observatories in order to analyze the perfor-

mance of the orbit determination system for the geo-

stationary orbit satellites based on analytical orbital dy-

namics and UKF. The simulation test results showed that 

Fig. 6. Orbit determination results for the different number of the 
ground stations.
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