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ON DUALITY FOR NONCONVEX QUADRATIC
OPTIMIZATION PROBLEMS

MooN Hee Kim

ABSTRACT. In this paper, we consider an optimization problem which
consists a nonconvex quadratic objective function and two nonconvex
quadratic constraint functions. We formulate its dual problem with semi-
definite constraints, and we establish weak and strong duality theorems
which hold between these two problems. And we give an example to il-
lustrate our duality results. It is worth while noticing that our weak and
strong duality theorems hold without convexity assumptions.

1. Introduction and Preliminaries

We begin the notations and definitions that will be used throughout this
paper. The real line is denoted by R and the n-dimensional Euclidean space
is denoted by R™. The space of all (n x n) symmetric matrices is denoted by
S™. The notation A = B means that the matrix A — B is positive semidefinite.
Moreover, the notation A > B means that the matrix A— B is positive definite.

Consider the following quadratic optimization problems:
(P) Minimize f(z)
subject to g(z) <0, h(z) <0,
where f, g, h: R" = R (n > 3) are defined by f(z) = 527 Apx + bfz + cf,
g(z) = 32T Agx + bTx + ¢y and h(z) = 32T Apz + bl 4 cp, Ay, Ag, A € ST,
br,bg, by € R™ and ¢y, ¢y, cp, € R. Denote Fp = {z € R" : g(z) <0, h(z) <0}
The problem (P) is said to be regular whenever there exist 71,72 € R such

that
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Recently many authors [1, 2, 4, 5, 6, 7, 8] have studied optimality con-
ditions for quadratic optimization problems. In particular, Jeyakumar et al.
[4] formulate modified Wolfe dual problems for scalar quadratic optimization
problems using the semidefinite constraint and then proved strong duality the-
orems which have no duality gaps. In this paper, we consider an optimization
problem which consists a quadratic objective function and two quadratic con-
straint functions. Following approaches in [4], we formulate its dual problem
with semidefinite constraints. We establish weak and strong duality theorems
which hold between these two problems. And we give an example to illustrate
our duality results.

The following result is Jeyakumar at al. [3]: Theorem 1.1 give necessary
optimality conditions for a regular problem (P).

Theorem 1.1. ([3]) Suppose that problem (P) is reqular and that T is a global
minimizer. Then the following Fritz John type necessary condition holds; that
is, there exists (u, A1, A2) € R3\{(0,0,0)} such that V(uf+A1g+A2h)(Z) =0,
A19(Z) = A2h(Z) =0, and

wAp + M Ag+ AAy, = 0.

Moreover, if the Slater condition holds, i.e., there exists vo € R™ such that
g(xo) < 0 and h(xzg) < 0, then a feasible point T is a global minimizer if and
only if there exist A1, Ao > 0 such that

V(f + A1g + X2h)(7) = 0, (1)
Mg(Z) = Aah(z) = 0, (2)
Ap +XNAg+ XA, = 0. (3)

The above Theorem 1.1 may not hold if (P) has more than three nonconvex
quadratic functions as constraint function.

Now, we define a Karush-Kuhn-Tucker (shortly, KKT) point for (P) as fol-
lows:

Definition 1. A point & € Fp is called a KKT point for (P) if there exists
A1, A2 > 0 such that (1)—(3) holds.

2. Duality theorems

We define a Wolfe type dual problem for (P) as follows:
(D) Maximize  f(u) + Ag(u) + A2h(u)
subject to  Apu+bs + Ai(Agu +by) + Aa(Apu+bp) =0,
A + MAg+ A Ap = 0,
AL 0, Ay > 0.

The following theorem states that weak duality theorem holds between (P)
and (D).
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Theorem 2.1. (Weak Duality) Let x be feasible for (P) and let (u, A1, A2) be
feasible for (D). Then the following inequality holds:
f(x) = f(u) + Ag(u) + Azh(u).

Proof. Let x be feasible for (P) and let (u, A1, A2) be feasible for (D). Note that
F() +A1g(-) + Agh(-) is convex (since Ay + A1 Ay + A2 Ay = 0). It follows that

F(@) = (F() + Mg(u) + Ash(w)
> f(2) + Ag(@) + Aeh(x) = (F(u) + Mag(w) + Aah(w))
)¢

> V(f( )+ Arg(u) + Aah(
= {Agu+ by + M (Agu + by) + Ao(Anu + bp) }a — u)
=0.

.T—U

O

Now we give a strong duality theorem which holds between (P) and (D).

Theorem 2.2. (Strong Duality) Suppose that problem (P) is regular. Let T
be an optimal solution of (P) and the Slater condition holds. Then there exists
A1 > 0, Ay > 0 such that (Z,\1,\2) is a feasible for (D). Moreover, weak
duality holds, (T, 1, \2) is an optimal solution of (D).

Proof. Let & be an optimal solution of (P). Then, it follows from Theorem 1.1
that there exists A1 > 0, A2 > 0 such that

AT +bp + M (AT +by) + X2 (AT + by) = 0,
Af -+ j\lAg + 5\2Ah t 07

- (1

M <2xTAgx + by T+ cg> =0,
s (L1or, - T~

A2 5;10 ApZ+ b, +cp | =0.

Thus, (Z, A1, \2) is a feasible for (D). By weak duality, for any feasible (u, A1, A2)
for (D),

1 1 1
§fTAf;f + b x4 > §UTAfu +bjutcr+ M <2uTAgu + by u+ cg>
1
+ A2 (uTAhu + bgu + Ch> .

Since xTAforbforcff fxTAfx+bfx+cf+>\1( T Ay + 0Lz +¢g) +
A2 (32T ApZ + b + ), (Z, A1, A2) is an optimal solution for (D). O

It is worth while noticing that our weak and strong duality theorems hold
without convexity assumptions.
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Following remark of Jeyakumar et al. [1] for the trust-region problem, we
make the following example which illustrates Theorems 2.1 and 2.2.
Example 2.1. Consider the following quadratic optimization problem:

(P) Minimize % — x2
subject to  —a% — 22 —224+1<0,

x + a5+ a3 -3 <0,
120, 29 >0, z3 > 0.
Let f(z1, 79, 73) = 23 — 23, g(x1, 02, 73) = —23 —23+23+1 and h(x1, 70, 23) =

x3+ 2%+ 23 —3. The feasible set F), = {(x1,22,23) : 1 <2¥+23+23 <3, 21 >
0, 2 >0, x3 > 0}. Then f(x) = zaT Apzr+bfa+teys, g(x) = 2T Agz+bla+c,

2 0 0
and h(z) = 22T Apz 4+ bl 2 + ¢, where z = (z1,20) € R?, Ay = [0 -2 0],
0 0 0
-2 0 0 2 00 0 0
Ag=10 -2 0|, A, =10 2 0),bp= (0], b= (0], br =
0 0 -2 0 0 2 0 0

0],cp=0,cg=1, cp, = —3. Let 71 € R and 2 € R be such that v, <0,

71 <v2 < % Then

—271 + 2’}/2 0 0 0
0 *2’}/1 + 2"}’2 0 0
Mg+l = 0 0 a2 0 |70
0 0 0 271 — 672

This gives us that the problem (P) is regular. It is clear that the Slater condition
holds for (P).

Let # = (0,1/3,0). Then Z is an optimal solution of (P). Thus, from Theorem
1.1, there exist Ay > 0 and Ay > 0 such that V(f + A\ig + A2h)(Z) = 0,
A19(Z) = A2h(Z) = 0, and

A‘f + )\1Ag + XA, = 0.

Let C := {(Z,A1,2) | T is a KKT point for (P) with (A1, A2)}. Then C =
{(z,0,1)}. The dual problem can be formulated as follows:
(D) Maximize w2 —u3+\1(—u? —ui—u3 + 1)+ Ao (u? + u3 + ui — 3)
subject to  2(1 — A1 + A2)u; =0,
=214+ X — A2)ug =0,
—2(A — A)uz =0
A1 >0, Ag > 1+ A
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Let Fp be the feasible set of (D). Then
Fp = {(0,0,0,A1,A2) €R® | A\; >0, Ao > 1+ A}
U{(O,Ug,o,)\17>\2) S RS | ug ER, A >0, g =1+ )\1}

It is clear that C' C Fp and we can check that the weak duality holds between
(P) and (D). By the weak duality (Z,0, 1) is an optimal solution of (D). So, the
strong duality holds for (P) and (D).
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