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Soft-Decision-and-Forward Protocol for Cooperative
Communication Networks with Multiple Antennas

Jae-Dong Yang, Kyoung-Young Song, Jong-Seon No, and Dong-Joon Shin

Abstract: In this paper, a cooperative relaying protocol called
soft-decision-and-forward (SDF) with multiple antennas in each
node is introduced. SDF protocol exploits the soft decision
source symbol values from the received signal at the relay node.
For orthogonal transmission (OT), orthogonal codes including
Alamouti code are used and for non-orthogonal transmission
(NT), distributed space-time codes are designed by using a
quasi-orthogonal space-time block code. The optimal maximum
likelihood (ML) decoders for the proposed protocol with low de-
coding complexity are proposed. For OT, the ML decoders are
derived as symbolwise decoders while for NT, the ML decoders
are derived as pairwise decoders. It can be seen through simu-
lations that SDF protocol outperforms AF protocol for both OT
and NT.

Index Terms: Amplify-and-forward (AF), cooperative communi-
cations, distributed space-time code (DSTC), maximum-likelihood
(ML) decoder, soft-decision-and-forward (SDF).

L. INTRODUCTION

Multiple-antenna transmission has been considered as a core
technology for wireless communication systems. Due to the
constraint of the practical implementation, however, many wire-
less communication researchers have been attracted by coopera-
tive communication networks. Through the cooperation of relay
node with source node, the spectral efficiency and reliability of
the wireless communication systems can be improved. Also, it
can be used for the coverage extension by reducing the blanket
areas. In general, cooperative communication networks consist
of three types of nodes which are source nodes, relay nodes,
and destination nodes [1]. In this paper, we consider a coopera-
tive communication network with one source, one relay, and one
destination node. For convenience, a source node is expressed
as S, arelay node as R, and a destination node as D.
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There are many cooperative protocols which can be cate-
gorized according to the operation of R such as amplify-and-
forward (AF) and decode-and-forward (DF) [1]-[4]. AF proto-
col allows R to amplify the received signals according to the
power constraint and forward them to D. DF protocol permits
R to decode and re-encode the received signals and then for-
ward them to D. Since AF protocol amplifies the received sig-
nal, noise component is also amplified and forwarded. On the
other hand, since DF protocol makes hard decision at R, the
soft-information of the received signal is removed. In this paper,
soft-decision-and-forward (SDF) protocol is proposed, which
decodes the received signals into the soft-decision values at R
and re-encodes them and then forwards them to D. The term
‘soft-decision’ value is used because soft decision values of
source symbols are used at R.

We found that similar protocols to SDF protocol were pre-
sented in [6] and [7]. In [6], process-and-forward (PF) protocol,
which is equipped with one antenna in each node, was proposed,
which allows relay to perform space-time processing on the re-
ceived signals in the manner of distributed space-time coding. It
was shown that AF and PF protocols have the same performance
for one antenna at R. However, for SDF protocol, multiple an-
tennas are assumed at all nodes and thus, unlike PF protocol, it
shows better performance than AF protocol. In [7], decouple-
and-forward (DCF) protocol, which uses Alamouti coding with
two-antenna transmission, for dual hop cooperative communi-
cations was proposed, which allows R to decouple the received
signals. In spite of correlated noise at D, squaring method [8]
was used for DCF protocol. However, for SDF protocol, it is as-
sumed that D can hear S and the optimal maximum likelihood
(ML) decoder is used. Furthermore, it is shown that the ML de-
coder can be simplified in spite of correlated noises at D.

In the first phase, S transmits, and in the second phase, R
transmits and S transmits or not, If S does not transmit in the
second phase, it is called orthogonal transmission (OT). Oth-
erwise, it is called non-orthogonal transmission (NT). In this
paper, four schemes are considered, that is, OT-AF, OT-SDF,
NT-AF, and NT-SDF, and their ML decoders are derived as sim-
plified forms. For the ease of processing at R, the orthogonal
space-time block codes are used, which is appropriate to decou-
ple the signals to obtain the soft-decision source symbol values.

In this paper, the following notations are used: A capital bold-
face letter denotes a matrix, a small boldface letter denotes a
vector, R(-) denotes the real part of a complex number, (-)* de-
notes the complex conjugate, (-)T denotes the transpose of a
matrix, (-)¥ denotes the complex conjugate and transpose of a
matrix, | - | denotes the norm of a complex number, ||-|| denotes
the Frobenius norm of a matrix, I, denotes the n x n identity
matrix, 0 denotes the all zero matrix. diag(-) means the diago-
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Fig. 1. Cooperative communication network with multiple antennas.

nal matrix.

This paper is organized as follows. In Section II, the co-
operative communication network is explained. In Section III,
four schemes such as OT-AF, OT-SDF, NT-AF, and NT-SDF
are investigated. In Section IV, the optimal ML decoder for
each scheme is derived. The extension to more than two-antenna
transmission is addressed in Section V. In Section VI, numerical
results are shown and the conclusion is given.

II. SYSTEM MODEL

We consider a cooperative communication network which
consists of three nodes S, D, and R. We assume that all nodes
have multiple antennas, and furthermore, the number of trans-
mit and receive antennas is the same, ie.,, Ly = Lg = L.
Fig. 1 shows such cooperative communication network. Let G
be the fading channel matrix between S and R, H; be the fading
channel matrix between S and D, and H, be the fading channel
matrix between R and D. All the fading channel matrices are
L x L matrices whose entries are independent complex Gaus-
sian random variables with zero mean and unit variance. Note
that g/, b, and by, for i, j = 1,2 are the fading channel coef-
ficients from the ith transmit antenna to the jth receive antenna.
‘We assume that all the channels are quasi-static Rayleigh fading.
Furthermore, perfect channel state information is assumed to be
known only at the receiver, that is, R knows g%/ and D knows
g, hy, and hy.

We also assume half-duplex communications, i.e., all nodes
can either transmit or receive. In the first phase, S transmits sig-
nals bearing the information. Since S broadcasts its signals, it is
sometimes called broadcast phase. In the second phase, R trans-
mits signals to D to help the communication between S and D,
i.e., cooperation. Thus, the second phase is sometimes called
cooperation phase. In the second phase, S can either transmit
or not. In this paper, we consider both NT and OT, and for NT,
source antenna switching (SAS) [4] is considered such that S
utilizes two RF chains, where each RF chain has two transmit
antennas. Thus, there are four transmit antennas at S. In the first
phase, one transmit antenna at each RF chain is used and then
in the second phase the other two antennas are used. By using
SAS for DF protocol, the additional diversity gain can be ob-
tained [4].

Relaying protocols are classified by the operation at R. There
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are two well-known protocols, AF and DF protocols. For AF
protocol, R amplifies the received signals and forwards them to
D. Therefore, noise component is also amplified and forwarded.
For DF protocol, R decodes the received signals, re-encodes,
and transmits them to D. Since R performs hard decision, the
soft information of the received signal cannot be fully utilized.
Therefore, we propose the SDF protocol which exploits the soft-
decision source symbol values. In the next section, combining
OT and NT with AF and SDF, we investigate four schemes, that
is, OT-AF, OT-SDF, NT-AF, and NT-SDF.

III. AF AND SDF PROTOCOLS

In this section, we consider the cooperative communication
network with two antennas, i.e., L = 2. For AF protocol, since
two transmit and receive antennas at each node are considered,
we assume that the received signal at the first (second) receive
antenna of R is amplified and forwarded through the first (sec-
ond) transmit antenna of R. For SDF protocol, R decodes the
received signals into the soft decision source symbol values. R
re-encodes and transmits them to D. Since the transmission of
the soft values can improve the performance compared with AF
protocol, it is useful for the cooperative relay network. In this
section, we assume that S transmits Alamouti code [9] and four
schemes are described, which are OT-AF, OT-SDF, NT-AF, and
NT-SDF. To explain each scheme in Sections Il and IV, the fol-
lowing definitions will be used.

Definition. Alamouti operation and complex vectorization:
o Alamouti operation for two symbols a and b is represented

a b
as A(a,b) = { b gt
, 1 0
o« For 2 x 2 matrices M = 0 -1 and B =

bir b2 / M - A(b11,b21) }
,letB' = .
[ b1 b2 J ¢ { M- A(biz, b22)
o Let cv(-) denote complex vectorization operation for 2 x 2

matrix, i.e., cv ({ @ b > =lac* bd. n
c d

A. AF Protocol with OT

In the first phase, S transmits an Almouti code which consists
of two independent symbols z1 and zg, ie., X = A(z1,22).
The received signals at R and D in the first phase can be ex-
pressed as

Yr =P XG+ Np

Yor = /P XH; + Np; M
where Ypg is the received signal matrix at R, Yp; is the re-
ceived signal at D, Ng and Np; are additive white Gaussian
noise (AWGN) matrices with entries of zero mean and unit vari-
ance complex Gaussian random variables. Note that P; denotes
the average power per antenna at S.

In the second phase, R transmits signals by regenerating the
received signals in the first phase in the two manners: AF and
SDE In this subsection, we consider AF protocol, that is, R am-
plifies the received signal. The transmitted signal at R is given
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as
Xr =YgrB

where Xpg is the transmitted signal and 8 = diag(f1, f82) is the
amplification matrix at R. That is, the received signal at the first
(second) antenna at R is amplified by 51 (52) and forwarded to
D. It can be easily shown that

fi= =
R

ensures the average power per antenna at R to be P, fori = 1, 2.

In OT-AF, S is silent in the second phase and thus, only R
transmits in the second phase. The received signal at D in the
second phase is given as

Yp2 = YrBH; + Np,
— /P XF + Np )

where F = GSH,, Np = NgBH, + Nps, and Np; is AWGN
matrix with entries of zero mean and unit variance complex
Gaussian random variables.

Equivalent vector model is useful to derive the ML decoder.
By using (1), (2), and the Almouti code structure, the equivalent
model for OT-AF can be expressed as

o =[] )] e

where x = [z z2]T. Equation (3) has similar form to the con-
ventional multiple-input multiple-output (MIMO) systems.

B. SDF Protocol with OT

In the first phase, we have the same situation as in
Subsection ITI-A. Thus, the received signals at R and D in the
first phase are given in (1).

However, the operation of R is different from OT-AF. For
SDF protocol, R decodes the received signals into the soft deci-
sion values, and re-encodes them, and transmits the re-encoded
signals. Since S transmits Alamouti code, we have soft decision
values for 21 and z; at R as

%
Z

where - is the power gain at the relay. It can be easily shown that
we have v = /P, /(]|G][2(1 + P1||G|2)) to make the average
power per antenna at R to be P. Using the soft decision values
in (4), R re-encodes them by using Alamouti code and thus, we
have Xg = A(Z1, £2).

The received signal at D in the second phase is given as

}=wew%wvm )

Yp2 = XgH; + Nps.

Using (4) and after some manipulations, we have the follow-
ing equivalent model of OT-SDE.

oo | [VEEL ] [t ]
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where a = v/P1||G|% cv(Np) = YHL(G)H cv(Ng) +
cv(Npg), and x = [x; x2]T. Equation (5) also has similar form
to conventional MIMO systems.

C. AF Protocol with NT

In this subsection, NT is considered and thus, S transmits
signals in the second phase. Since S and R transmit signals in
the second phase simultancously, we design a distributed space-
time code (DSTC) for cooperation between S and R. Since there
are two antennas at each node, we consider a 4 x 4 quasi-
orthogonal space-time block code (QO-STBC) shown in [10],
which is spread over S and R. For the use of DSTC in the sec-
ond phase, we assume that S transmits two Alamouti codes, i.e.,
X; = A(z1,72) and Xo = A(xs, z4), in the first phase. Thus,
the received signals at R and D in the first phase are given as

Ygr = \/1?1X1G + Nr1
Yr: = VP1X2G + Npe
Ypi,1 = VPX H; + Nbpi,1
Ypio2= VPXoH, + Npi2 (6)

where Yr; and YRy are 2 x 2 received signal matrices at
R, Yp1,1 and Yp; o are received signal matrices at D, and
Ngri1, NRa, Npi. 1, and Np; 2 are 2 X 2 AWGN matrices.

Similar to Subsection III-A, R amplifies the received signals
and forwards them to D. Thus, R transmits Rg YRrof3 at first and
then transmits Yg; 3. Note that Ry = A(e?%,0) and 6 is the
constellation rotation angle for full diversity in QO-STBC [11].
In this paper, 6 is assumed to be 7/4. S transmits X at first and
then Ry X5. The received signal model in the second phase can
be expressed as

Yoo = vVP3X1H; + RgYroBHz + Npg
= vPX H) + PIReXoF + Ny
Y022 = vV P3RpXoH; + YR BH2 + Npg 2
= v P3sRgXoH; + v PAAX4F + Neo (7N
where P, and P; are the average power per antenna at R and S,
respectively, Np2 1 and Npo 2 are 2 X 2 AWGN matrices, F' =
GSH,, N.; = RyNproBfH: + Npy 1, and Nz = Ngy SH, +
Np3 2. From (7), we can see that a QO-STBC is transmitted to

D in the second phase.
For NT-AF, the equivalent vector model can be expressed as

cv(Ypi,1) vPiHY 0 cv(Npy 1)
cw(Ypg)| 0 VP H X4 cv(Npy,2)
ew(Ypza)| |vVPH, VPieF cv(Ne1)
cv(Ypa,2) VP F  /P3edH, cv(Ne2)
(3

where x = [71 22 73 z4)7.

D. SDF Protocol with NT

In the similar way as Subsection II-C, for NT-SDF, we as-
sume that S transmits X; and X in the first phase, and a QO-
STBC is used in the second phase. Since there is no difference
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PHK,P = {p(lal® + [b]*) + r(|c|* +
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|d|®) + 2R[(a*c + b*d)q]} 2 ay

PAKP = {z(|a]® + |b]?) + (|| + |d]*) + 2R][(a*c + b*d)u + (a*d* — b*c*)v]}; (12)

PPK,Q+ QK P = {2pR[a’e + bf* + 2rR[c* g + dh*] + 2R[(a”g + b*h + ce* + df*)q]} 2 (13)
PYK,Q + QYK,P = {2zR[a"e + bf*] + 2yR[c* g + dh*] + 2R[(a*g + b*h + ce* + df *)u

+{a*h* ~b'g" +d'e" — " )} (14)

between NT-AF and NT-SDF in the first phase, the received sig-
nals at R and D are given in {6).

However, the operation at R is different from Subsection III-C.

In this subsection, we consider SDF protocol and thus, R per-
forms the similar operation in Subsection ITI-B. R decodes the
received signals into the soft decision values as follows:

24

29
where 7y is the same as in (4). Similar to Subsection II-C,
to construct a QO-STBC in the second phase, R transmits
RyA(i3,24) at first and then transmits A (21, 22). S transmits
X at first and then RyX3 in the second phase. This operation
guarantees that the power of the transmitted signal per antenna
of R and S in every time slot of the second phase is the P, and
Ps, respectively.

The equivalent vector model can be expressed as

} =v(G") ¥ cv(Yas)

| =@ ena, | 2

cv(Yo1,1) VP H; 0 cv(Npy,1)
C'U{Y[)lyz) 0 \/P; ’1 x + C’U(NDlgz)
cv(Yp2,1) vVPH,  ae/H) cv(Nep)
cv{Yp2,2) aH, /P3e/'H) cv{Ngg)

)

where a is the same as in (5), x = [z1 22 z3 74]7, and

cv(Ney) = v/ HY(GHH cv(Npy) + cv(Np2,1)
cv(Ne2) = yH(G') ¥ ev(Ngy) + cv(Npg2).

IV. OPTIMAL ML DECODERS

In the previous section, four schemes have been explained.
Now, we want to derive the optimal ML decoder for each
scheme. To this end, we have derived the equivalent vector
model for each scheme. The four equivalent models (3), (5), (8),
and (9) can be commonly expressed as

Ve = Hex 4 ne. (10)
Since the noise at R is transmitted to both receive antennas at
D, entries of equivalent noise vector n, are correlated. To derive
the ML decoder for each scheme, we introduce some properties

in the next subsection and we derive the ML decoders in the
following subsection.

A. Preliminaries for Deriving ML Decoders

In this paper, we use Alamouti code as a basic building block
and thus, we defined Alamouti operation in the previous section.
The following properties are useful to derive the ML decoder for
each scheme.

Properties of Alamouti operation:

1. A (a,b) = A(a*,-b)

2. A(a,b)+Ale,d) = A(a+¢,b+d)

3. A(a,b)- A(c,d) = A(ac — bd*, ad + bc*)

4. Af(a,b) - Aa,b) = Ala,b) - AH(a,b) = A(la]® +

[b%,0) = (|al* + |b|*)1y n

I M- Afa,b) _{ M-A(e, f) .

LetP = { M.j);(c,d) } Q= [ M.A(g,h)J(’ K; =
I A(q,0 B zl U, v

[ A(Z;*Q, 0) 7'({2 } and K., = A(u*,z—v) yla :f

Then, we can obtain the results in (11)-(14) (at the top of this
page), which can be easily shown by using the properties of
Alamouti operation.

Consider the communication system model in (10). Let K,,,
be the covariance matrix of n.. It is known that the ML decoder
of (10) can be derived as

% = argmin [(ye - Hex) K (ve — Hex)] . (19)
Thus, we need to derive the inverse of the equivalent noise co-
variance matrix and calculate the term inside the bracketin (15).

For AF and SDF protocols, we should derive the covariance
matrix of cv(Np) which corresponds to the equivalent noise at
D in the second phase under OT. Considering the AF protocol,
the covariance matrix of cv(Np) in (3) is given as

KCU(ND) =FE [CU(ND)(CU(ND))H]

pl;  A{q,0)

T A0 L (1o

where
p= By + B3RS + 1
0= 508 () + 5503 ()
r = Bi|hg* + B3R5 + 1.
If we consider SDF protocol, the covariance matrix of cv(Np)
in (5) is given as
Kcv(N) =F [CU(ND)(CU(ND))H]

P

-—— 2 W INH I
1+P1”G'“2 2( 2) +14
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_ xIy A(u,v)
[ At o)yl {an
where
P 112 h21 2 P h12 2 h22 2
oo PR LUBE)  PRRE S EP)
1+ P||GY| 1+ P |G|
oo PSR IR P KR
_ v =
1+ P1|GJ? 1+ P||G]?

B. ML Decoders

The ML decoder for correlated noises is given as in (15).
Thus, in this subsection, we calculate the term inside the bracket
in (15) for OT-AF, OT-SDF, NT-AF, and NT-SDF. For each
scheme, we have to derive the inverse covariance matrix of
equivalent noise K, ! and equivalent channel H,. Then we will
show that although there are correlated noises at D, the ML de-
coder for OT (NT) can be simplified to a symbolwise (pairwise)
decoder.

For OT-AF, the covariance matrix of equivalent noise n, is
given as

I, 0
K. [ 0 Keynp) } {19
where KNy is in (16). The inverse matrix of (18) can be
obtained as

G0k, |

° 0 Kcvl(ND)

-1 1 ( A(_q’o)jl
Kenvo) = pr—|q\2[ A(=q > Apo) |- 1

It can be easily shown that this inverse matrix always exists.
Thus, using H, in (3), (11), and K;j in (19), we have

HIK 'H, = (Py|Hy|? + t,)1; (20)

where
- Plsa
pr— g
sa =(IF2P + 120 + (S22 1722
RIS 2+ (£ F2)al-
In the above equation, /s are the elements of equivalent chan-
nel matrix F in (8). Let y#K_ 1H. = [m n2]. Since (20) is
a diagonal matrix, then the ML decoder is simplified to sym-

bolwise decoder. After some manipulation, the ML decoder for
OT-AF can be given as

572- = argnglci_n {(P1HH1||2 + ta)|xi|2 — 2%[772551}]

for:=1,2.
For OT-SDF, the covariance matrix is given as
14 0
K, = 21
e |: 0 Koy } @D

where K, is in (17). The inverse matrix of (21) can be ob-
tained as
14 0
w5
e 0 KCU(ND)
1 1

_ A(y,0)
KC'U(ND) - Ty — |u]2

7 | Ay hed

A(z,0)
(22)
It can be easily shown that the above inverse matrix always ex-

ists.
Thus, using He in (5), (12), and K ! in (22), we have

HIYK ' H, = (Py|Hy|* + to)I, (23)
where
- (J,QSS
*ay — Juf? - |u]?

ss =(1h32 2 + |h3*[))a + (Jha' [ + [h3' )y
—2R[((h3')"hy® + (h3")"h3*)u
+ (R (h3%)" = ()" (h3h)")ul.
Similar to OT-AF, from (23), we can see that the ML decoder
can be derived as symbolwise decoder. We define [ 1] =

yH K;'H, and then the ML decoder for OT-SDF is derived
as

(Ei = argn;in [(P1||H1H2 + t5)|CC7;12 — 2%[771171]}

fori=1,2.
The same procedure can be applied to NT-AF and NT-SDF.
For NT-AF, covariance matrix of equivalent noise is given as

I, O 0 0
0 I 0 0
K. = 24
De 0 0O Kcv(ND) 0 (24)
0 0 0 Koy

where K, is in (16). The inverse covariance matrix is given
as

I, O 0 0
- 0 L, 0 0 25)
= 1
n, 0 0 K_n, 0
0 0 0 K}

cv(Np)

where K;}(N) is the same as in (19). Using (8), (13), and (25),

we have
Hyr—1er | @ad2 Bulo
He Ko He = { e aah] (20
where
P3sq1 Pyisgo
o =P1||Hy |? +
=P e

Ba =y P1P3€j92a

and s,1, 542, and z, are represented at the top in the next page.
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sa =322 + |22 Py 4 (B2 (R ) — 2R[((1) 12 + (431) %))
o =12+ /2 PYp+ (1P + |2~ 2RI+ () )]

1 o . 5 «
= o T (2RI 7 R 4 2RI T2 R = 2RI

(B 22+ W2 + R (fa) )

sa =(hE77 + 2 F)e + (Ri' P + 102 )y — 2RI((h1 ) 3+ (B3 R )u + ((h)" (%) = (") (h1)")e]
ss2 =(h3*” + h3%M)a + (|hg! | + [h3* 2y — 2R[((hy')"ha? + (h3')"h3*Ju
+((h2') (h3Y)* = (hy?)" (R3')" )]

:m[%?}%{(h}l)*hél_I_h%l(hgl)*}Jrzﬁ%[(h%z)* %2+hf2(h§2)*}

Zs

— 2R[(h1")*hy” + (BF)*h3? + i (hy")" + RE2(h3T) Ju + ((h1')"(h3*)”
— (W) (WY + (R32Y (B3 — (RE)" (3" ol

From (26), we can see that we should jointly decode two sym- V. EXTENSION TO THE CASE OF MORE THAN TWO
bols (1,z3) and (z2,24), independently. Let y/ K 1H, = ANTENNAS
[m n2 113 Ma]. Then, the ML decoder for NT-AF can be derived

; A It is possible to extend AF and SDF protocols to the
into pairwise decoder as

multiple-antenna case by using the orthogonal space-time cod-

o ] ing (STC) {12] which is determined by the number of antennas.
(%, Tiv2) =arg w%ﬂz [aa({xi 2+ [Tie %2) The construction method is similar to the case of two antennas.
In this section, three-antenna case, i.e., L = 3, is only consid-
+ 2%{5;%(5%2 CTETE T T2 $i+2ﬂ ered. In this case, an orthogonal code with the transmission rate
R = 3/4 can be used, which is given by
fori=1,2.
For NT-SDF, covariance matrix of equivalent noise is the $1* %2 s
same as in (24) except for K, (np). In this case, Key(np) is X=| % ?’01 0 . 27
given in (17). The inverse covariance matrix is also the same as 3 x —il
(25) except for K;}(ND). For NT-SDF, we use K;Jl(ND ) in (22). 0 -2 o
In the same manner as NT-AF, we have A. AF Protocol with OT
I I We first consider the AF protocol with OT. In the first phase,
HAK'H, = [ Ao 2 BsL } the received signals at B and D can be written as
° /Bb I o Y
Yy = \/]?IX(} + Ng
where
You = /PIXH; + Np, (28)
2 P3sg1 a®sg :
as =P |Hq||* + where G- and H; are 3 x 3 channel matrices of S — R and

oy —fuf = ol 2y — [ul? - juf?

. S — D, respectively.
Bs =a/Pse?? 2. Then, the regenerated signals can be obtained by multiplying
the amplification matrix 8 = diag(f1, 2, B3) where

Note that s51, ss2, and z, are represented at the second top in

this page. 8, = D
Let y?PK 'H, = [n1 n2 13 n4). Then, the ML decoder for . Pi(lgb? + 1972 + 1¢%?) + 1
NT-SDF is derived as pairwise decoder as m ' . o
fori = 1,2, 3. The transmitted signal at R is given as
(81, Fir2) =arg min [ag(losl? + [2is2]%) Xq = Ynb.
138342
This operation guarantees that the power of transmitted signal
per antenna is Pp. Since S in OT-AF is silent in the second
fori—1.2 phase, the received signal at D in the second phase is given as

Yoz = YrBH;: + Np2

+ 2R[BiTi7]0 — M — 7?é+2$i+21]
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~ /P XF + Np

where F = GfAH; and Np = NgBH; + Nps. Transforming
the matrix model into the vector form, the following equivalent
model for OT-AF with three antennas can be obtained as

(29)

o] - A e o] e

where x = [zy 23 :E;%]T and each vector is represented at the top
of the next page. Note that the complex vectorization in this sec-
tion is different from that in Section Il because different codes
are used: Alamouti code vs. orthogonal code with rate R = 3/4.

For the optimal decoder, the covariance matrix of the equiv-
alent noise n, should be calculated. The covariance matrix of
cv(Np) is given as

Kevng) =E [CU(ND)CQJ(ND)H} .

D(k;) D(k3) Dikg)
= |D(ky) D(ky) D(k}) 3D
D(ks) D(ks) Diks)
where D(z) = diag(z,z*,z*,2*) and the terms are repre-

sented as
k= Bilhy! | + B3 1032 + B3RS + 1
k2 = Bilha®|* + B3 |R3P° + B3 1R3% 1% +1
ks = Bhy°[* + B3 |15° 12 + B3 IRS°17 +1
ky = BIh32REYT + BERERREYT 4 BIn3RhY”
ks = BTh5*hy®" + B3h3h3®" + B3R h3*"

ke = Bihy’hy' " + B3R*R3'" + B3R3RRE.

B. SDF Protocol with OT

The received signal at D is almost the same as that in Sub-
section III-B except the size of matrices. Thus, the equivalent
received signals can be written as

Lo [ =Lt e[S ] e

where ¢ = 7/Pi||G|% cw(Np) = yHL(G) T cv(Ng) +
cv(Np2), and x = [z 72 z3]T
The covariance matrix of cu(Np) is given as

b,

K 2
w(No) = T G (33)

HL(H)H +145.
Note that the only difference between (17) and (33) is the size
of the matrices.

VI. NUMERICAL RESULTS AND CONCLUSION

We assume that all the channels are quasi-static Rayleigh fad-
ing channels and QPSK and 16 quadrature amplitude modula-
tion (16QAM) are used. The average power of the transmitted
symbol is assumed to be 1.

263

——(OT-SDF (optimal) |
L= OT-SDF (squaring)

—o_OT-AF (optimal) |
—a— OT-AF (squaring) :

—e—OT-SDF (optimal)
—=—0T-SDF (squaring)

6 8 10 12 14 16 18 pit]
Py (dB)
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—a-OT-AF (squaring)

107°

Fig. 2. Performance comparison of various orthogonal protocols for L =
2: (a) QPSK and (b} 16QAM.

For OT, we assume equal power distribution, i.e., P = P.
Fig. 2 shows the performance of OT-AF and OT-SDF with
QPSK and 16QAM, respectively. The horizontal axis Pr repre-
sents the total power per antenna, i.e., Pr = P, +F,. “Optimal”
means that D uses the optimal ML decoder derived in the previ-
ous section and “squaring” means that D uses squaring method
as shown in [7]. It is shown that SDF protocol outperforms AF
protocol. Also, the optimal decoder shows better performance
than squaring decoder, although they have the same decoding
complexity at D.

From the results in Fig. 2, we can observe that the AF and
SDF protocols under the squaring method lose diversity order.
This is because the squaring method does not guarantee the op-
timal performance when the correlated noise exists in the coop-
erative communication system [13]. In both AF and SDF pro-
tocols, the signals transmitted at R are not the same as the sig-
nals transmitted at S, i.e., xg # xs. This causes the perfor-
mance degradation if the squaring method is used at D. In con-
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c(Ypz) = [ Yoz ¥Ypz Yoz Yoz Yb2 YDz Yp2 ¥p2 Ype Ypbe Yb2 Yp2 }
_ 11 21« . 31x  4lx 12 . 22% 32«  42% 13 . 23x . 33% 43«
colNoi) = [ gy 78y ndy npy™ ngl ng nglt ndy ngt 0By ngl gl ]
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cv(Np) = [ ng N np. npT ony ngo ngt ng T ony ngt gt ng ]
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Fig. 3. Performance comparison of various non-orthogonal protocols for
L = 2: (a) QPSK and (b} 16QAM.

trast to the squaring method, the optimal decoder considers the
noise correlation, which compensates the performance degrada-
tion by the correlated noise at R. And the additional complexity

| —s—OT-AF (squaring)
] ~eOQT-SDF {optimal)
—a—OT-SDF (squaring)

i

4
Py(dB)

Fig. 4. Performance comparison of various orthogonal protocols with
QPSKfor L = 3.

of SDF protocol compared to AF protocol is due to a maximal
combiner at R. However SDF protocol improves the diversity
with the same decoding complexity at D. Finally, we can obtain
more diversity order with ML decoder compared to the squaring
method. In [14], they showed that OT-SDF achieves the maxi-
mum diversity order if power between S and R is appropriately
allocated.

For NT, the power of the first phase is assumed to be equal to
the total power of the second phase. And S and R use the same
power in the second phase. Thus, we assume Pr = Pi+ P+ P,
Py = P, + Ps, and P» = P3. And we apply SAS technique
to achieve better performance. Although. in [4], DF protocol is
considered, SAS can be applied to AF and SDF protocols. Fig. 3
shows the performance of NT-AF and NT-SDF with QPSK and
16QAM, respectively. It can be seen that SDF protocol also
shows better performance than AF protocol. Further, it can be
seen that SAS technique enhances the diversity order of the co-
operative communication networks.

In Fig. 4, BEPs of OT-AF and OT-SDF are shown for L = 3.
The tendency of BEP is similar to that of the two-antenna case,
i.e., OT-SDF outperforms OT-AF for the squaring and optimal
decoder, respectively. Since more diversity can be used com-
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pared to the two-antenna case, BEP performance is significantly
improved as SNR increases.

In this paper, we introduce SDF protocol which decodes the
received signals into soft decision source symbol values at R
sacrificing a little additional decoding complexity at R. Further-
more, we design DSTCs (QO-STBC) for the cooperation be-
tween S and R. We show that the ML decoders for AF and SDF
protocols with both OT and NT can be simplified although the
noises are correlated at D. From numerical analysis, the perfor-
mances of SDF and AF can be significantly enhanced using the
proposed ML decoder in comparison with those under the squar-
ing decoder. It is also shown that SDF protocol outperforms AF

protocol for both squaring decoder and the proposed optimal de-
coder.
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