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Efficient User Selection Algorithms for Multiuser MIMO
Systems with Zero-Forcing Dirty Paper Coding

Youxiang Wang, Soojung Hur, Yongwan Park, and Jeong-Hee Choi

Abstract: This paper investigates the user selection problem of suc-
cessive zero-forcing precoded multinser multiple-input multiple-
output (MU-MIMO) downlink systems, in which the base station
and mobile receivers are equipped with multiple antennas. Assum-
ing full knowledge of the channel state information at the transmit-
ter, dirty paper coding (DPC) is an optimal precoding strategy, but
practical implementation is difficult because of its excessive com-
plexity. As a suboptimal DPC solution, successive zero-forcing DPC
(SZF-DPC) was recently proposed; it employs partial interference
cancellation at the transmitter with dirty paper encoding. Because
of a dimensionality constraint, the base station may select a sub-
set of users to serve in order to maximize the total throughput.
The exhaustive search algorithm is optimal; however, its computa-
tional complexity is prohibitive. In this paper, we develop two low-
complexity user scheduling algorithms to maximize the sum rate
capacity of MU-MIMO systems with SZF-DPC. Both algorithms
add one user at a time. The first algorithm selects the user with the
maximum product of the maximum column norm and maximum
eigenvalue. The second algorithm selects the user with the maxi-
mum product of the minimum column norm and minimum eigen-
value, Simulation results demonstrate that the second algorithm
achieves a performance similar to that of a previously proposed
capacity-based selection algorithm at a high signal-to-noise (SNR),
and the first algorithm achieves performance very similar to that
of a capacity-based algorithm at a low SNR, but both do so with
much lower complexity.

Index Terms: Multiuser multi-input and multi-output (MU-
MIMO), precoding, user selection, successive zero-forcing (SZF)
dirty paper coding (DPC).

I. INTRODUCTION

Multiuser multiple-input multiple-output (MU-MIMO) sys-
tems have attracted much attention because of their large spec-
tral efficiencies, especially in downlink broadcast scenarios.
Dirty paper coding (DPC) [1] has been shown to achieve the
sum-rate capacity of a MIMO broadcast channel [2], [3]. How-
ever, DPC is difficult to implement in practical systems be-
cause of its excessive complexity. Hence, suboptimal precoding
schemes with lower complexity have been developed, such as
zero-forcing DPC (ZF-DPC) [2], [4], and zero-forcing beam-
forming (ZF-BF) [5] for single antenna users; block diago-
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nalization (BD) [6] and successive zero-forcing (SZF) precod-
ing [6], [7] have been proposed for multiple antenna users. In
ZF-BF, the transmitter transmits signals multiplied by the beam-
forming weight vectors to cancel interference on the receive
side. However, this technique suffers from enhanced power
noise, and it cannot be easily generalized to users with multiple
receiving antennas. BD transmission scheme was proposed for
the multiuser downlink channel assuming users have multiple
receive antennas [6]. It is an efficient linear precoding technique
for eliminating inter-user interference with relatively low com-
plexity, but the achievable throughput is significantly reduced
compared to a system that employs DPC. The SZF precoding
scheme is an efficient method of balancing encoding complex-
ity and system throughput.

To avoid interference when the number of users is large in a
downlink MU-MIMO scenario, the maximum number of users
that could be supported by the base station (BS) is limited by
the number of transmit antennas and receive antennas each user
has. The transmitter can schedule its transmission to those users
with favorable channel fading conditions to improve the sys-
tem throughput [4]. Several algorithms related to user selection
in downlink MU-MIMO systems have been considered. An ex-
haustive search over all possible user subsets is the optimal algo-
rithm, but it requires highly complex calculation. Several sub-
optimal schemes have been proposed to reduce this computa-
tional complexity. Two suboptimal user selection schemes were
proposed based on BD were proposed [8], but their computa-
tional complexity is still too high. Chen and Wang [9] devel-
oped max-max and max-min scheduling algorithms for a MIMO
downlink system that uses the simple spatial multiplexing at the
transmitter and ZF processing at the receiver. Both algorithms
require that ZF be performed at the receiver in order to calcu-
late the output signal-to-noise (SNR) of each subchannel for
all users. The receiver sends the maximal subchannel output
SNR to the transmitter for the max-max algorithm and sends
the minimal subchannel output SNR to the transmitter for the
max-min algorithm. A suboptimal scheduling algorithm called
semi-orthogonal user selection (SUS) algorithm is based on ZF-
BF [5]. However, this algorithm does not always select the best
user group. When the orthogonality of the channel vectors of
the selected part is not high, the projection of a user channel
may cause interference in another user’s channel.

In this paper, we consider successive ZF-DPC (SZF-DPC) for
the case of users with multiple antennas. We assume that full
channel knowledge is available at the transmitter and at each
receiver. This scheme can be viewed as an extension of ZF-
DPC for users with multiple receive antennas. It is similar to
ZF-DPC when each user has one receive antenna, which can
achieve an asymptotical sum rate capacity as that of the opti-
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mal DPC scheme with any ordered set of users at a high SNR
and with optimal user ordering at a low SNR [7]. As mentioned
above, user scheduling is necessary to avoid interference when
the system contains many active users. In this context, two sub-
optimal algorithms with reduced complexity are proposed for
SZF precoding, assuming perfect channels state information re-
garding all users at the transmitter. The first algorithm, max-max
subchannel selection, selects the user with the maximum prod-
uct of the maximum channel norm and maximum eigenvalue.
The second, max-min subchannel selection, selects the user with
the maximum product of the minimum channel norm and mini-
mum eigenvalues. Both algorithms aim to maximize the system
capacity. Since the user selection criterion is simple and easy to
run recursively, the computational complexity is lower than that
of an exhaustive search or the scheduling algorithms in [8].

This paper is organized as follows. Section II introduces the
MU-MIMO downlink system model, reviews the SZF-DPC al-
gorithm, and derives the sum rate capacity of a system that
uses SZF-DPC. The proposed scheduling algorithms are de-
scribed in Section II1. Section IV presents simulation results that
demonstrate the improved performance offered by the proposed
schemes and provides a complexity analysis of the proposed al-
gorithms and other existing algorithms. Conclusions are given
in Section V.

‘We use the following notations in this paper. Uppercase bold
letters represent matrices and lowercase bold letters represent
vectors. We use (-)7 for a matrix transpose and (-)f for a
conjugate transpose. The notation diag(A, Ag, -, Ay) rep-
resents a block-diagonal matrix with diagonal matrix elements
Al) A27 ) AN

II. SYSTEM MODEL AND SUCCESSIVE
ZERO-FORCING DIRTY PAPER CODING

We consider the downlink of a MU-MIMO system with K
users having N1, Ny, ---, Ng receive antennas and a BS with
M transmit antennas. We assume a spatially uncorrelated flat
Rayleigh fading channel between each user and the BS. On the
transmit side, the transmit data symbol vector of each user, i.e.,
s € CP*, k = 1,---, K is passed through a certain transmit
precoding matrix Wy, € CM>*Lx before it is launched into the
downlink channel. The received signal vector for user k can then
be described as

K
ye=HpY Wisi+ng, k=1.-K ()

i=1
where yr € CN¢X1 is the received vector; H, € CVexM

denotes the downlink channel matrix of user &, the elements
of which are zero-mean unit-variance independent and iden-
tically distributed (i.i.d) complex Gaussian random variables;
ng ~ CN (0,Iy,) is an additive Gaussian noise vector; and
Iy, is an Nj x Nj identity matrix.

To avoid interference, the BD algorithm designs the precod-
ing matrix Wy, into the null space of all the other users’ channels
{H;},; , such that

HW,=0Yj#kand1 <k, j<K. )

This decomposes the multiuser channel into equivalent single-

user channels, and the received signal vector y, is reduced to
vi = HpyWgsy + ny. 3)

To maximize the system’s throughput under the BD method, the

set of precoding matrices should satisfy the total power con-
straint of the transmitted signals.

A. Successive Zero-Forcing Dirty Paper Coding

Because of the complexity of DPC, Caire and Shamai [3] pro-
posed ZF-DPC for single-antenna users. ZF-DPC uses QR de-
composition combined with DPC at the transmitter of optimiz-
ing the sum capacity. SZF-DPC can be used to pre-eliminate
inter-user interference when each user has multiple receive an-
tennas; its operation is similar to that of ZF-DPC. At a high
SNR, for a given user order 7, SZF-DPC has been shown to
achieve the sum capacity of DPC for that user order [7]. How-
ever, optimal user ordering is required for SZF-DPC to achieve
sum capacity of DPC at a low SNR [10].

The user precoding order is considered in SZF-DPC. Given
an ordered set of users with an order w, for each user 7 €
{2, 3,---, K} the precoding matrix W, ;) is designed such
that it lies in the null space of the aggregate channel HY ! of
j — 1 previously precoded users’ channels, where

(T — T T
H! = [H;}F(n HZ@) Ho ol C)
Then, the received signal of the jth user is
Yr() =Ha()[Wa(38n() + Y WanSr(i)
i<j
+ ) WaSa(o)] + (- (5)

i>]

For each j, the term . j W (5)Sx(4) is canceled by the above
subspace constraint of the precoding matrices. The encoder con-
siders the interference signal >, <j W (i)S=(:) caused by users
1 < 4 to be known noncausally, and it can be canceled by
DPC. If we apply singular value decomposition (SVD) to ma-
trix H/~1, then

13 LRl Geas S AVACEE I AR vACe R 6)
where matrix VU~11) denotes the right singular mateix con-
sisting of the singular vectors corresponding to nonzero singular
values of H7~! and the columns in VU~1.2) form the basis set
for the null space of H/~!. Then, the precoding matrix of the
Jjth user W_(; is is constrained to lie on the subspace defined
by VG-1.0),

B. Sum Rate Capacity of SZF-DPC

Any rate in the capacity region of the broadcast channel
(achieved with DPC) was shown to be within the capacity re-
gion of the dual media access controller (achieved with succes-
sive decoding) under the sum power constraint [2]. Therefore,
the sum-rate capacities of the system with SZF-DPC are given
by
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C§ZF_DPC = max{logdet [I + H,T(j)\_’(j”l’m)H

1

Qw(j)(Hn(j)V(j"l’o))}}, (7

Y T(Qup) <P

]’6{17 27"‘aK}

for Qﬂ-(j) : Q,,(j) >0 and

where Q(;) is the matrix obtained by waterfilling power allo-
cation over the singulag values of the block-diagonal matrix

Hx = di&g{ﬁw(l)v(o“’),H,,(g)\"f(l’o), - HW(K)\"/(K-LO)}
®)

under power constraint P. V(®9 = T js the null space ma-
trix of the first user. To simplify the notation, we let H; =
H ( H VUL et ﬁ; denote the ith column of H; and ¢; =
Z] 1(h’) Qryh; for i = 1, 2,-.- M. Letting © =
Zj__ H QW(J)H + I, we have

£ +1
o+ 1
CES €)
by +1
Then, we can obtain the sum rate capacity as
M
CREFPPe < 1og[H(ﬁi + 1)]. (10)

g==1

Using Hadamard’s inequality reveals that © is a positive definite
[11]. Let )\z- denotes the /th eigenvalue of Q. ;) and ATEE =

max; Ay, PP = ming AL, Also, let AP&* = maxjnfxﬂ\z and

pmin — minjlsfljllz. Then,

K
Z ‘ hL” /\mm < < Z ” 1 /\max
j=1

K K
= h;nin Z /\;nin < Ei < h;nax Z A;nax
J=1 J=1

for i=1,2,-, M (11)

where || - || denotes the Euclidean norm and the first inequal-

ity above is in view of the Rayleigh-Ritz theorem [10]. fo;? §\2
is actually the effective channel power gain if maximum ra-
tio combining is employed at the receiver for the link between
user j and base antenna ¢ [10]. Here £; has the upper bound

hipax Ef , A#< and lower bound h™in Z L A a consid-
eranon of (10)reveals that these bounds will hm1t the achievable
capacity CSZF DPC In the next section, we derive the user se-

lection algor]thms using these bounds.
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L. USER SELECTION ALGORITHMS

In a MU-MIMO downlink systems with a large number of
users contending for services, the BS needs to select a subset of
users from among all the users in order to obtain multiuser di-
versity and maximize the sum capacity. An exhaustive search for
selecting the best set of users is very complex. The SUS algo-
rithm was proposed to select users having one receive antenna
on the basis of both the channel norm and a spatial property
{orthogonality) [5]. This algorithm is similar to the greedy algo-
rithm proposed in [3], but is different in that it uses an orthogo-
nality threshold for selecting the users in each step.

In this paper, we propose two user scheduling algorithms
to maximize the sum rate capacity. The proposed scheduling
schemes, like the methods proposed in [§], aim to maximize the
total throughput while keeping the complexity low. To simplify
the problem, we assume that each user employs an equal num-
ber of receive antennas, i.e., Ny = N, k=1, 2, --., K. With
this assumption, the BS can simultaneously transmit to at most
Ko = [M/N] users, where [z] denotes the smallest integer
that is larger than or equal to .

A. Max-Max Subchannel (MMS} Scheduling

Let €) denote the set of users who have not been allocated
and 7 (i) denote the user index allocated in the ith iteration.
The first user (1) is selected using the max-max subchannel
(MMS) criterion. Considering (10) and (11), we use the max-
max subchannel of a matrix because it gives the maximum value
of the capacity upper bound from the eigenmodes of the equiv-
alent single-user channel. SVD is applied to the selected user’s
channel to obtain the null space matrix V(%-9), which is needed
in subsequent steps of the algorithm. Then, the effective chan-
nel of the remaining unselected users can be constructed as
H, = H,V©09 and from those users, it can be found that
the user 7{2) which has the maximum product of maximum
channel norm and maximum eigenvalue. Next, the BS generates
the second precodmg matrix V(10 which is the null space of
H!' = [HT ) Hx( 2)] and it constructs the effective channel ma-
trix of the remaining unselected users. The algorithm terminates
when all K users are selected. This is described as follows.

1) Initialization.

SetQ=1{1,2,---, K}, Q=¢

max _ iN12 5 — oM

hk %leaé{ilhk” » 2 ]-7 3 s
l=1,---,N.

Amax — max AL,
kEQ
Select a user m(1) = argmax hprex \max,

Set @ = Q + {m(1}}, Q O\ {r(D)}.
Perform SVD on H 1),
H,q) = [‘Jogo[\';(o, 1) V(0,0)}H

2) For j = 2 : Ky, select the jth user as follows.

H/™! = {HZ;(})Hz(z)Hz(j—l)}T
— QU-DEU-D Y=L y-1, 0
Find precoding matrix V=10,

Obtain the effegtjve channel Hy, = H,VU~-1.0),
hiPaX = max || 1““2’ i=1,---, M,
k ke k
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- !
NP =max X, U=1- N,
Select a user 7(j) = argérgllax hipex \pax,

Set @ = Q+{n(j)}; 2= A\ {=(j)}.
End
3) Output: The selected user set Q.

B. Max-min Subchannel(MNS) Scheduling

The algorithm is summarized as follows.

1) Initialization.

SetQ={1,2,---,K}, Q= ¢.
min __ .3 L2 5 — .

hk _ggg“hk” 71“1? ) Ma

{=1,---, N.
Select a user 7(1) = argmax A AIIR,

ke

Set @ = Q + {n(1)}; 2 = Q\{r(1)}.
Perform SVD on H (1),
HTr(l) — ﬁOEO[V(O,l)V(0,0)}H.

2) For j = 2 : Ky, select the jth user as follows.
i1 _ T T T T
H - [H‘/r(l) H7r(2) ' HTr(j~1)]

- f](j—l)j(jfl)[v(j—l, 1) \7(%170)}&

AR — minp Al
k keq ®

Find precoding matrix V(=1.0),

Obtian effective channel H = H,VU~1.0),
h;cnm - Iknlg Hh2||2, i=1,---, M,
€

e

)\?m—%’lelgAk, Il=1,---, N.

Select a user 7(j) = argnglzax RN,
€

Set Q= Q+ {x(j)}; 2 =O\{x(j)}

End
3) Output: The selected user set Q.

In MMS selection, the upper bound of #; in (11) is consid-
ered. In this MNS scheme, we consider the lower bound of
£;, which bounds the minimum maximal capacity in (10). The
user having the maximal minimal subchannel is selected as the
first user, 7(1). SVD is applied to the selected user’s chan-
nel to obtain the null space matrix V(9 then the effective
channel of the remaining unselected users can be constructed as
H;, = H, V(9 Next, we find user 7(2) who has the maximal
minimal subchannel, and generates the second precoding matrix
V9 which is the null space of H; = |, HI," in
order to construct the effective channel matrix of the remaining
unselected users. The above steps are repeated until all values
of K are selected.

C. Proportional Fair Scheduling Algorithm

The algorithms discussed above focus on maximizing the sum
rate capacity, which may starve some users owing to bad channel
conditions. Simple round-robin scheduling is a fair scheduling
algorithm that provides equal opportunities to all K users. How-
ever, since round-robin supports only one user at a time in a time
division multiple access (TDMA) fashion, it does not achieve
spatial multiplexing gains. To ensure fairness in some systems,
the proportional fair scheduling (PFS) algorithm in [12] can be
used to achieve fairness among users while exploiting multiuser
diversity gains.

In the round-robin algorithm, we recursively apply user se-
lection as described in subsections III-A and III-B. Specifically,
we construct the first user group by running the user selection
algorithms, and we then select the second group by repeating
the same algorithm for the remaining users. This procedure is
repeated until no users are left. Each user obtains the same op-
portunity to occupy the resource in this algorithm, but there will
be some loss of sum capacity.

The PFS algorithm can be used to balance the sum capacity
and user fairness. We assume that Ry (¢) is the average through-
put achieved by user k up to time ¢, which is updated using an
exponentially weighted low-pass filter,

(1— #)Re(t) + = Ri(t), keQ,

Ri(t+1) = 12)

ké¢Q

where Ry (t) is the rate of user k during the ¢th transmission in-
terval, and ¢, is the number of time slots over which the through-
put of user K is averaged. In this algorithm, we select one user
with the largest ratio of Rj(t) to the average throughput Ry (t).

IV. SIMULATION RESULTS

In this section, we compare the performance and computa-
tional complexity of the following algorithms.
¢ The capacity-based user selection algorithm [§],
« the max-max and max-min user selection algorithms [9],
« the channel norm-based user selection algorithm,
« the proposed MMS and MNS user selection algorithms.

A. Performance Comparisons of Different Selection Algorithms

Figs. 1-3 compare the sum capacity of the proposed MMS
and MNS algorithms, capacity-based algorithm, channel norm-
based algorithm, and max-max and max-min algorithms ver-
sus the number of users for a MU-MIMO downlink system
with M = 6 antennas at the BS and N, = N = 2 for each
user. Fig. 4 provides the sum capacity versus SNR of the sys-
tem with M =6 and N, = N = 2. The simulation results were
obtained by averaging over 3000 independent channel realiza-
tions. Since the channels of the users are assumed to be spa-
tially uncorrelated, the number of users that supported Ky is
three. As shown in Figs. 1, 2, and 4, our proposed MNS algo-
rithm performs slightly better than that of the max-min algo-
rithm and the results of both algorithms are very close to those
of capacity-based algorithm at a high SNR regime. Fig. 3 shows
that the proposed MMS and max-max algorithms yield results
very close to those of the capacity-based algorithm at a low
SNR. The performance exchange can be explained as follows.
The sum capacity of the SZF-DPC is expressed as C’%F*DPC =

Zf:"l i\illog(l + Dk,iMk,i), Where pg; is obtained by us-
ing waterfilling over block-diagonal channel matrix H K, with
a total power constraint. For one selected user, the capacity
is CFAT—PPC = Zf\illog(l + Pridki) & Zil\ilpk,z)\k,i
at a low SNR. Therefore, the larger the sum of py ;Ar; is,
the higher the sum capacity is at a low SNR. The highest-
order statistic of the subchannel output SNR has been shown
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Fig. 1. Sum capacity versus the number of users with M = 6, Ky = 3,
Ny = N =2, and 8NR = 20 dB.
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Fig. 2. Sum capacity versus the number of users with M = 6, Ko = 3,
N =N =2,and SNR = 10dB.

to gain a significant boost under max-min scheduling, whereas
the lower-order statistic of the subchannel output SNR improves
only slightly [9]. In comparison, max-min scheduling enhances
the magnitude of all the subchannels’ output SNRs quite uni-
formly. As the output SNR is correlated with the eigenvalue
of the channel matrix, the eigenvalue distribution of the pro-
posed systems has similar properties to those of the proposed
MMS and MNS algorithms. Therefore, at a low SNR, the ca-
pacity of the proposed MMS algorithm is improved by the sig-
nificant boost in the highest-order statistic py x g . At a high
SNR, CF#F~PPC — SN 1og(1 + pr,iAk.i) is a concave func-
tion, so the contributed throughput from the enhancement of the
highest order statistic py,xAr, v Will be suppressed more than
for the lower-order statistic pi ;Ax ; [9]. Thus, the MMS algo-
rithm yields a lower capacity at a high SNR. From the above
analysis, we can conclude that a selection based on the maxi-
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Fig. 3. Sum capacity versus the number of users with M = 6, K¢ = 3,
Ny =N =2,and SNR = 0 dB.

mum singular value is not appropriate for a ZF receiver because
the ZF method is more greatly affected by the minimum sin-
gular values, and a high maximum eigenvalue may indicate a
much lower minimum eigenvalue, which degrades the perfor-
mance of ZF processing. At a high SNR, the channel norm-
based algorithm performs the worst because it does not consider
the spatial correlation between users. At a low SNR, the chan-
nel norm-based algorithm outperforms the max-min and MNS
algorithms for a small number of users. When the number of
users increases to 50, the proposed MNS and max-min algo-
rithms outperform the channel norm-based algorithm. In Fig. 4,
we see a negligible difference in performance between the pro-
posed MNS and max-min algorithms because both schemes
achieve a performance close that of the capacity-based algo-
rithm. The difference between the proposed MMS and max-
max algorithms is also negligible, and both schemes outperform
the channel norm-based algorithm. The round-robin scheduling
algorithm performed the worst, because it achieves the same
fairness for each user without considering their channel condi-
tions. In Fig. 5, we plot the scheduled times each individual user
attained under each scheduling strategy in a MU-MIMO down-
link system with M = 6and Ny = N = 2. We use K = 30
users with average received SNRs ranging from 0 dB to 15 dB
in a log-linear scale. Each user is identified with a unique user
index k (k = 1, 2,---, K) in an increasing SNR order. Thus,
user 1 has an SNR of 0 dB, and user 30 has an SNR of 15 dB.
The simulation results were obtained by using 3000 indepen-
dent time slots. Three users are scheduled at each time slot. The
sum capacity of each scheduling strategy is presented in Table
1. Fig. 5 and Table 1 show that the proposed user selection algo-
rithms without PFS have the highest sum capacity but the lowest
fairness. The proposed user selection algorithm with PFS guar-
antees fairness at the expense of sum capacity loss. The pro-
posed round-robin algorithm provides deterministic fairness but
with the lowest sum capacity. As observed in Fig. 5, the pro-
posed algorithms with PFS and the round-robin algorithm im-
prove the delay characteristics at the expense of sum capacity
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Table 1. Sum capacity of each scheduling strategy.

Scheduling strategy Capacity(bps/Hz)
Proposed MNS algorithm without PFS 19.8
Proposed MMS algorithm without PFS 18.21
Proposed MNS algorithm with PFS 15.42
Proposed MMS algorithm with PFS 14.13
Proposed round-robin algorithm 11.36

losses, where more scheduled times indicate a lower delay time.

B. Complexity Analysis

In this section, we compare the computational complexity
of our proposed algorithms with capacity-based algorithm and
other low-complexity scheduling algorithms in terms of the
number of flops required. A flop is defined to be a real floating
point operation [8]. A real addition, multiplication, or division
is consider to be one flop. Complex addition and multiplication
require two and six flops, respectively. For this analysis, we as-
sume that the total number of users is much larger that the num-
ber of scheduled users, K > Ky > 1. Note that N, = N,
Vk, and Ko = [M/N], and the algorithms each schedule the
maximum of K users.

For an m x n complex-valued matrix A € C™*", we list the
complexity of various matrix operations required for our pro-
posed scheduling algorithms.

e The Frobenius norm ||A||% requires 2mn real multiplica-
tions and 2mn real additions, therefore, 4mn flops are re-
quired [14].

e Water-filling over i eigenmodes requires (32 + 3i)/2 real
multiplications, 32 + 3i real additions, and (i? + 3)/2 real
divisions. The flop count of water-filling is 2% + 67 [8].

e Multiplying an m X n matrix by an n x [ matrix requires mnl
complex additions and mnl complex multiplications, for a

1000

—&— Proposed round-robin selection algorithm 1
—— Proposed MMS selection algorithm without PFS
—B— Proposed MNS selection algorithm without PFS
—&— Proposed MMS selection algorithm with PFS
—5F— Proposed MNS selection algorithm with PFS
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Fig. 5. Fairness comparison of various algorithms with M =6, Ko = 3
K =30,and N, = N =2.

total of 8mnl flops [8].

e The flop count for SVD of a complex—V‘alued matrix is ap-
proximated as 24mn? + 48m?n + 54m? by treating every
operation as a complex multiplication [8].

The complexity is denoted as . Next, we analyze the computa-
tional complexity of the scheduling algorithms presented in this
paper.
1) Proposed max-min (max-max) subchannel scheduling algo-
rithm.

e j = 1: SVD of Hy, requires 48N2M + 24N M? + 54N?
flops, the Frobenius norm of M columns is calculated for
the kth user, requiring 4M N flops. The total computational
complexity of this step is thus about K (48 No M + 24N M, +
54Nz + 4MN +1).

e j > 2: To get W ;) by SVD requires 48(j — 1)>N?M +
24(j —1)NM? +54(j —1)3N3 flops. SNM[M — (j — 1) N]
are required to compute Hy, = HyW. SVD of H}, requires
48N?[M — (j —1)N]+24N[M — (j — 1)N]? 4+ 54N? flops.
The Frobenius norm of each user introduces 4M[M — (5 —
1)N] flops.

Therefore, the computational complexity of the proposed algo-
rithms is approximately

Ko
pp <Y {48(j—1)2N*M +24(j—1)NM? + 54(j—1)*N°®
j=2

+ [8NM(M — (j — 1)N) +48N*(M — (j — 1)N)
+ 24N[M — (§ — )N} +4M (M — (j — 1)N)
+B54N? + 1] x (K —j+ 1)}

+ K(48N2M + 24NM? + 54N% + 4M N +1)

~ o( M*NKyK).

2) Capacity-based scheduling algorithm.
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Ko
po <Y {[48(j — 1)? + 485]N?M
j=2

+ [24(5 — 1) + 325]NM? + [54(5 — 1)® + 544N
+25°N2 + 8N} x (K —j +1)
+ K(48N?M + 24N M? + 54N® + 2N? 4+ 8N)

~ o( MPKoK). (13)

3) Max-min(max-max) eigenvalue scheduling algorithm.

Ko
or <> _{48(j — 1)2N2M + 24(j — 1)NM>
=2

+54(j —1)3N® + [SNM(M — (j — 1)N)
+48N*(M — (j — 1)N) + 24N[M — (j — 1)N}?
+ 54N x (K —j+1)}

+ K(48N2M + 24N M? + 54N*®)

~ o(M?NKyK).

4) Norm-based scheduling algorithm.

Ko

on <> {48(j — 1)’N?M + 24(j — 1)NM?
j=2
+54(5 — 1)>N® + [SNM(M ~ (j — 1)N)
+4NM - (j~1)N] x (K —j+ 1)} +4MNK
~ o(M*NKyK).

Fig. 6 compares the complexity of various scheduling algo-
rithms with respect to the total number of users in a system
with six transmit antennas at BS and two receive antennas at
each user. The maximum number of simultaneously supportable
users is three. It can be observed that, as in the complexity anal-
ysis, all the scheduling algorithms have linear complexity with
respect to the number of users in the system. Fig. 6 shows that
different scheme has different slopes. The channel norm-based
algorithm has the lowest complexity among all the schemes.
The proposed MMS and MNS algorithms incur a complexity
burden similar to that of max-max and max-min algorithms. The
capacity-based algorithm incurs largest computational load for
all the schemes. \

V. CONCLUSIONS

In this paper, we present two suboptimal user selection al-
gorithms for a MU-MIMO downlink system using SZF-DPC
at the transmitter. The objective is to obtain the optimal user
set to maximize the system’s sum rate capacity with low com-
putational complexity. Simulation results show that the perfor-
mance of the proposed MNS algorithm is superior to that of
the previously proposed max-min algorithm and close to that
of the capacity-based algorithm at high SNR but with signifi-
cantly reduced complexity. The proposed MMS algorithm’s per-
formance is slightly better than that of the previously proposed
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Fig. 6. Comparison of the complexities of various algorithms with differ-
ent numbers of users, M =6, Kg = 3,and N = N = 2.

max-max algorithm and very close to that of the capacity-based
algorithm at low SNR with low complexity.
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