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Abstract. In this article we study the noton of I-monotonic sequences. We prove the

decomposition theorem and generalize some of the results on monotonic sequences. We

also introduce I-convergent series and studied some results.

1. Introduction

Throughout the article w, c, c0, `∞ denote the spaces of all, convergent, null
and bounded sequences of real numbers respectively.

The notion of statistical convergence of sequences was introduced by Fast [2] and
Schoenberg [8] independently. Later on it was further investigated from sequence
space point of view and linked with Summability Theory by Salat [5], Rath and
Tripathy [4], Tripathy ([9], [10], [11], [12], [13], [14]), Tripathy and Baruah [15],
Tripathy and Sarma [19], Tripaty and Sen ([21], [22]) and many others. The notion
depends on the density of the subsets of N.

Definition 1.1. A subset E of N , the set of all natural numbers, is said to have
asymptotic density or density δ(E) if

δ(E) = lim
n→∞

1

n

n∑
k=1

χE(k)

exists, where χE is the characteristic function of E.
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Definition 1.2. A complex sequence (xk) is said to be statistically convergent to
L if for every ε > 0, δ({k ∈ N : |xk − L| ≥ ε}) = 0. We write stat− limxk = L.

2. Definitions and preliminaries

The notion of I-convergence was studied at initial stage by Kostyrko, Salat and
Wilczynski [3]. Later on it was studied by Salat, Tripathy and Ziman ([8], [9]),
Demirci [1], Tripathy and Hazarika ([16], [17], [18]), Tripathy and Mahanta [20]
and others.

Definition 2.1. Let X be a non-empty set. Then a family of sets I ⊆ 2X (power
sets of X) is said to be an ideal if I is additive i.e. A,B ∈ I ⇒ A ∪ B ∈ I and
hereditary i.e. A ∈ I,B ⊆ A⇒ B ∈ I.

Definition 2.2. A non-empty family of sets = ⊂ 2X is said to be a filter on X if
and only if φ /∈ =, for each A,B ∈ = we have A ∩ B ∈ = and for each A ∈ = and
B ⊃ A, implies B ∈ =.

Definition 2.3. An ideal I ⊆ 2X is called non-trivial if I 6= 2X .

Definition 2.4. A non-trivial ideal I ⊂ 2X is called admissible if and only if
I ⊃ {{x} : x ∈ X}.

Definition 2.5. A non-trivial ideal I is maximal if there cannot exists any non-
trivial ideal J 6= I containing I as a subset.

For each ideal I, there is a filter =(I) corresponding to I, i.e. =(I) = {K ⊆ N :
Kc ∈ I}, where Kc = N −K.

Definition 2.6. A sequence (xk) ∈ w is said to be I- convergent to the number L
if for every ε > 0, {k ∈ N : |xk − L| ≥ ε} ∈ I. We write I − limxk = L.

Definition 2.7. A sequence (xk) ∈ w is said to be I-null if L = 0. We write
I − limxk = 0.

Definition 2.8. A sequence (xk) ∈ w is said to be I-Cauchy if for every ε > 0 there
exists a number m = m(ε) such that {k ∈ N : |xk − xm| ≥ ε} ∈ I.

Definition 2.9. A sequence (xk) ∈ w is said to be I-bounded if there exists M > 0
such that {k ∈ N : |xk| > M} ∈ I.

Definition 2.10. Let (xk) and (yk) be two sequences. We ay that xk = yk for
almost all k relative to I (a.a.k.r.I), if {k ∈ N : xk 6= yk} ∈ I.

Throughout the paper, `I∞, cI , cI0 denote the classes of I-bounded, I-convergent,
and I-null sequence spaces respectively.

The usual convergence is a particular case of I-convergence. In this case I = If
(the ideal of all finite subsets of N).
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The statistical convergence is a particular case of I-convergence. In this case
I = Iδ (the ideal of all subsets of N of zero asymptotic density).

Definition 2.11. Let E ⊂ N and dn(E) = 1
sn

n∑
k=1

χE(k)
k , for n ∈ N, where

sn =
n∑
k=1

1
k . If lim

n→∞dn(E) exists, then it is called as the logarithmic density of

E. Clearly Id = {E ⊂ N : d(E) = 0} is an ideal.

Definition 2.12. Let T = (tnk) be a regular non−negative matrix. For E ⊂ N ,

define d
(n)
T (E) =

∞∑
k=1

tnkχE(k), for all n ∈ N . If lim
n→∞d

(n)
T (E) = dT (E) exists, then

dT (E) is called as T-density of E. Clearly IdT = {E ⊂ N : dT (E) = 0} is an ideal.

Note 2.1. Iδ and Id are particular cases of IdT .

(i) Asymptotic density, for

tnk =

{
1
n , if n ≤ k;

0, otherwise.

(ii) Logarithmic density, for

tnk =

{
k−1

sn
, if n ≤ k;

0, otherwise.

The notion of I-monotonic sequence was studied by Salat, Tripathy and Ziman
[6].

Definition 2.13. A real sequence (xk) is said to be I-monotonic incerasing (I-
monotonic decreasing), if there is a set {k1 < k2 < ...} ∈ =(I) such that xki ≤ xki+1

(xki ≥ xki+1
).

Definition 2.14. A sequence (xk) is said to be I-monotonic, if there exists a set
{k1 < k2 < ...} ∈ =(I) such that xki ≤ xki+1 or xki ≥ xki+1 .

Definition 2.15. A sequence (xk) ∈ w is said to be I∗-convergent to L, if and only
if there exists a subset M = {m1 < m2 < ...} ∈ =(I) such that lim

i→∞ |xmi −L| = 0.

Definition 2.16. A sequence space E is said to be symmetric if (xk) ∈ E implies
(xπ(k)) ∈ E, where π is a permutation of N .

The following results will be used for establishing some results of this article.

Lemma 1(Kostyrko, Salat and Wilczynski [3], Proposition 3.2). Let I be an ad-
missible ideal. If I∗ − limxn = L, then I − limxn = L.

Lemma 2 (Salat, Tripathy and Ziman [7], Lemma 2.5). Let K ∈ F(I) and M ⊆ N .
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If M /∈ I, then M ∩K /∈ I.

3. Main results on I- monotonic sequences

Theorem 3.1. A real sequence (xn) is I-monotonic if and only if there exists a
monotonic sequence (yn) such that xn = yn for a.a.n.r.I.

Proof. Let (xn) be a monotonic increasing sequence , Then there exists a subset
K = {ki : i ∈ N} of N such that K ∈ I and (xki) is monotonic increasing. Let us
construct (yn) as xn = yn if n = ki and yn = xki if ki < n < ki+1, i ∈ N .

Then clearly (yn) is monotonic increasing and xn = yna.a.n.r.I.
Conversely suppose that (xn) is such that xn = yna.a.n.r.I and (yn) is mono-

tonic increasing.
Let H = {k ∈ N : xk 6= yk} ⊂ N . Clearly H ∈ I and xki ≤ xki+1 , for all

ki ∈ N −H, for i ∈ N .
This completes the proof. 2

The proof of the following results are easy, so omitted.

Result 3.1. Let xn ≤ yn, for n ∈ K ⊂ N with K ∈ I, I − limxn = ∞, then
I − limyn =∞ and if I − limyn = −∞, then I − limxn = −∞.

Result 3.2. Let xn ≥ α, for all n ∈ K ⊂ N with K ∈ I. If I − limxn = L, then
L ≥ α.

Result 3.3. If a sequence is I-convergent, then it is I-bounded.

Remark 3.1. If (xn) is a bounded monotonic increasing (or monotonic decreas-
ing) sequence, then limxn = supxn(or inf xn). But for a bounded I-monotonic
increasing (or I-monotonic decreasing ) sequence it may or may not be. For this
we consider the following example.

Example 3.1. Let I = Iδ. Consider the sequence (xn) defined as

xn =

{
1, for n = k2, k ∈ N ;

n−1, otherwise.

Then (xn) is I-monotonic decreasing and I − limxn = 0 but supxn = 1.

Result 3.4. Let (xn) ∈ cI . Then (xπ(n)) ∈ cI , if (xπ(n)) = (xπ(S)∪π(Sc)), where
S = {k ∈ N : zk 6= 0} ∈ I and xn = yn + zn, for all n ∈ N such that (yn) ∈ cI and
(zn) ∈ cI0.

Result 3.5. Let xn ≤ yn, for all n ∈ A(∈ I). If I − limxn and I − lim yn exist,
then I − limxn ≤ I − lim yn. If I − lim yn < B, then I − limxn < B.

Result 3.6. Let (xn) > 0, for all n ∈ A(∈ I) and xn 6= 0, for all n ∈ N . Then
I − limxn =∞ if and only if I − limx−1n = 0.
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Result 3.7. (i) If I − limxn = L then I − lim |xn| = L, but the converse is not
necessarily true.
(ii)A sequence (xn) is I-null if and only if (|xn|) is I-null.

Result 3.8. A real sequence (xn) is I-bounded if and only if we can write (xn) =
(yn) + (zn), where (yn) is bounded and (zn) is I-null.

4. I-Convergent series

The notion of statistical convergence for series was introduced by Tripathy [13].
In this section we introduce the notion of I-convergence for series of real or complex
numbers. This generalizes and unifies different notions of convergence of series. We
investigate its different properties.

Definition 4.1. A series
∞∑
k=1

xk is said to be I-convergent if it’s sequence of partial

sums (sn), where sn = x1 + x2 + ...+ xn is I-convergent.

Definition 4.2. A series
∞∑
k=1

xk is said to be I-bounded if it’s sequence of partial

sums (sn), where sn = x1 + x2 + ...+ xn is I-bounded.

Theorem 4.1. If a series
∑
xn is I-convergent then there exists a subset K =

{k1 < k2 < ...} of N such that K ∈ I and
∑
i xki is convergent.

Proof. Let
∑
xn is I-convergent, then there exists a subset G = {n1 < n2 < −−−}

of N with G ∈ I then sni
is convergent.

Let us construct a set P = {p1 < p2 < ...} of N as n2i = pi + 1; n2i−1 = pi,
where pi ∈ Gc, if there is repetition that is ni = ni+1, for some i, then we count
ni not ni+1. Then G /∈ I implies that Gc ∈ I. If we take K = Gc, then

∑
k∈K

xk is

convergent. 2

Remark 4.1. The converse of the above result fails even though
∑
xn is bounded.

It is clear from the following example.

Example 4.1. Let
∑
xn be defined by

xn =

{
(−1)n, for n = k2, k ∈ N ;

0, otherwise.

Proof of the following results are easy, so omitted.

Result 4.1. A series
∑
zn of complex terms is I-convergent if and only if the series

of real part and imaginary part are I-convergent.

Result 4.2. A series
∑
xn is I-convergent if and only if there exist series

∑
yn

and
∑
zn such that xn = yn+zn, for all n ∈ N , where

∑
yn is convergent and

∑
zn

is I-null.
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Result 4.3. If
∑
xn and

∑
yn two I-convergent series, then for complex numbers

α, β;
∑

(αxn + βyn) is I-convergent to the sum α
∑
xn + β

∑
yn.
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