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ABSTRACT

This paper considers a flowshop scheduling problem where a customer orders multiple products
(jobs) from a production facility. The objectives are to minimize makespan and to minimize the sum
of order (batch) completion times. The order cannot be shipped unless all the products in the order
are manufactured. This problem was motivated by numerous real world problems encountered by a
variety of manufacturers. For the makespan objective, we develop an optimal solution procedure
which runs in polynomial time. For the sum of order completion time objective, we establish the
complexity of the problem including several special cases. Then, we introduce a simple heuristic and
find an asymptotically tight worst case bound on relative error. Finally, we conclude the paper with
some implications.
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1. Introduction

This paper considers a customer order scheduling problem in a two machine
flowshop environment. To the best of authors' knowledge, no previous research has
considered this particular customer order scheduling problem in a flowshop envi-
ronment.

In the customer order scheduling problem, each order has a set of products (jobs),
called a batch, which needs to be processed. Only after all jobs in the batch are com-
pleted, the products in the order can be shipped to the customer. The composition of
the jobs in the batch is prespecified. The completion time of the batch is the latest

completion time of any job in the batch. Further, the objective is associated with the
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completion time of the batches instead of the completion time of each job. Preemption
of batches, i.e. processing a job in batch A and then processing a job in batch B, and
maybe sometime later processing another job in batch A, is not allowed except for the
case where it is specified. Also, no setup times are assumed between different jobs or
different batches.

Several studies consider various customer order scheduling problems. The custo-
mer order scheduling problem is different from most of other batch scheduling pro-
blems because the objective is associated with the completion time of the batches
instead of the completion time of each job. Julien and Magazine [15] study a single
machine problem where the objective is to minimize the total batch completion time.
A job-dependent setup time is assumed between two different types of jobs. They
develop a dynamic programming algorithm that runs in polynomial time for the
problem where there exist two types of jobs and the batch processing order is fixed.
Coffman et al. [6] consider a similar problem where the batch processing order is not
fixed. Baker [2] also considers a problem similar to Coffman et al. [6]. However, for
one type of job, those jobs processed during the same production run are not avail-
able until the completion of the production run. Gupta et al. [12] consider the single
machine problem where each order must have one job from each of several job
classes. Also, there is a setup time whenever the job class changes. Gerodimos et al. [9]
study single machine problems where each batch has one common job and one
distinct job. Ding [7] and Liao [16] also examine similar problems.

Blocher and Chhajed [3] examine the customer order scheduling problem in the
parallel machine environment where the objective is to minimize the sum of order
completion times. They show that the recognition version of the problem is unary
NP-complete for the three parallel machine case and is at least binary NP-complete
for the two parallel machine case. Also, they develop several heuristic methods and
two lower bounds. Blocher ef al. [4] extend the problem to a job shop. Yang and Posner
[19] consider the same problem with two parallel machines, and introduce three
simple heuristics and find tight worst case bounds on relative errors. Yang [18] esta-
blishes the complexity of different customer order scheduling problems. When the
machine-job assignment is fixed, Roemer and Ahmadi [17] show that the recog-nition
version of the problem is unary NP-complete for the two parallel machine case with
the objective of minimizing the sum of batch completion times. Ahmadi et al. [1]

develop three lower bounds and several heuristics for the problem with the objective
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of minimizing the sum of weighted batch completion times.

Recently, Blocher and Chhajed [5] consider a customer order scheduling problem
in a two-stage supply chain which is somewhat similar to a flowshop environment
when it has only one machine at stage 1. In the two-stage supply chain, there exist
multiple processors for fabrications and a single processor for assembly. Their
objective is to minimize the sum of order completion time. They assume that each
order contains m+1 components where m is the number of processors in stage 1 and
the other component is processed in an assembly machine after the m components are
processed in stage 1. They suggest several lower bounds and heuristics for the pro-
blem. Since their problem is much more complicated, the lower bounds and heuri-
stics they suggest may not provide direct implications for our problem.

We first introduce notation. Then, we establish some basic results of an optimal
schedule for the problems with the both objective functions. For the problem with the
objective of minimizing makespan, we develop a schedule which generates an
optimal schedule. For the problem with the objective of minimizing total batch
completion time, we establish complexity of some special cases. Also, we develop a
series of lower bounds and introduce a simple but intuitive heuristic. We find the
worst case bound on relative error and the bound is tight as the number of batches

goes to infinity. Finally, we conclude the paper with possible future studies.

2. Notation

The decision variables in our models are

o, =schedule of all jobs or batches on machine k for ke{l, 2}
o =schedule of all jobs or batches = (o, o,)
Other notation that is used in this work include
n=number of batches
N =number of jobs
B = set of batches ={1, 2, ---, n}
J=setofjobs ={1, 2, ---, N}
n,=number of jobs in batch i for ieB

M, =machine k for ke{l, 2}
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p; = total processing time of job j for je ]

py; = processing time of job j for je ] on machine k for k ({1, 2}

C,; = completion time of batch i on machine k for k{1, 2} and ieB
C,;(o) = completion time of batch i in schedule o for i€ B

z = value of optimal schedule.

We represent C;(c) as C; when there is no ambiguity. The standard classifi-
cation scheme for scheduling problems (Graham et al. [11]) is «, la, |@;, where o
describes the machine structure, a, gives the job characteristics or restrictive requi-
rements, and «, defines the objective function to be minimized. In the first field, F

means the flowshop machine structure, and the number after F indicates a fixed
number of machines rather than an arbitrary number. Also, some restriction may be

placed in the a, to describe the batch characteristic. Finally, we extend this scheme to

provide for batch completion times by using C; and for makespan for batch sche-
duling C;  in the ; field. This notation is used to eliminate the confusion between
our problem and the classical scheduling problem. For example, F2I| IZCBZ_ is the

problem where there exist two machine in a flowshop and the objective is to mini-

mize the total batch completion time.

3. Prelimary Results

In this section, we establish some optimal properties for both problems F21|

Cy, . and F211 ZC 5, First, note that there is no restriction on delaying jobs. Hence,
for problems F211C; —and F2I IZCBi, there exists an optimal schedule without

inserted idle time.

Johnson’s Rule (JR) in Johnson [14] is a seminary result in the flowshop sche-
duling with the objective of minimizing makespan and it is described as follows: (1)
list the jobs and their times at each machine; (2) select the job with the shortest time,
and if the job is for the first machine, then schedule the job first. Otherwise, schedule

the job last. Break ties arbitrarily; (3) eliminate the job selected from further consi-
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deration; (4) repeat steps 2 and 3 until all jobs have been scheduled.
In order to solve problems F21IC, —and F2I IZCBi, we need to modify JR

slightly and introduce an algorithm called MJR (Modified Johnson's Rule). This
algorithm is developed to solve a regular flowshop scheduling problem F2I11C,,.
not the batch scheduling problems which we eventually want to solve. However, it
will contribute to solve problems F211C; —and F2I |ZCB,- later in the paper by
determining a job schedule for each batch. The schedule generated by MJR is similar
to that byJR except for that it does not have idle time on M, between completion

time of the first job and start time of the last job. We now formally describe the

algorithm.

Algorithm MJR

0. Apply JR to schedulejobs j=1,2,---,n.

Reindex jobs such that jobs are ordered in their index order.

1. Starting from the last job, if there exist some idle time before the job on M,,
then delay the preceding job on M, so that their exist no idle time before the
job which we currently consider.

2. Repeat this process the preceding job until there exists no idle time between
completion time of job 1 and start time of job n.

3. Calculate C for j=1,2,--, n.

Output C,,, and stop.

Algorithm MJR runs in O(nlogn) time. The resulting solution is a permutation
schedule where there is no idle time on M, and M, after a job starts on each machine.
Notice that a schedule which generated by using JR may have some idle time on M,.

Since makespan generated by MJR is no greater than one by JR, MJR generates

an optimal schedule for F211C,, .. For the batch scheduling problems, we will

separtely apply MJR to each batch in order to generate a schedule for jobs in the batch.
For notational convenience, we define some additional notation which will be used

throughout the paper. We assume that jobs are scheduled in their index order after

i
max

we apply MJR to jobs in each batch. First, we let C,, denote the completion time of
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batch ie{l, 2, -, n} when it starts at time 0 and its jobs are scheduled by MJR. Then,
for each batch ie{l, 2,---, n}, we let

A;=idle time of batchion M, before the first job starts on M,
= Cinax - z/'i1p2j

B,=idle time of batchion M, until completion time of the last job on M,
= Cl’mx _z]‘;Plj

K, = processing time of batch i when the both machines are busy

={Z;il(i71j + ij)_ A —B}/2.
The next lemma establishes that an important property of MJR.

Lemma 1: For problems F211C, and F211 Py 5+ there exists an optimal schedule where

jobs in each batch are scheduled by MJR.
Proof: We prove for problem F211%C 5, only. The proof is similar for the other case.

Suppose that there does not exist an optimal schedule where jobs in each batch are
scheduled by MJR. Consider an optimal schedule o where jobs in some batches are
not scheduled by MJR and so, it gives bigger makespan for those batches. Suppose
that batch i is the first such batch and also suppose that batches are scheduled in their

index order in o. For notational con-venience, let D, ,=C,, (0)-C,, (o) for

i=2,3 -, n.

Casel: A, 2D, ,.

Suppose that we apply MJR to batch i and schedule their jobs after batch i-1.
Since A; 2D, ; and MJR guarantees the smallest makespan, completion time of batch
i will be smaller then C,(o).

Case2: A, <D,,.
The condition implies that there is no idle time on M, between completion

times of batches i-1 and i if we schedule jobs in batch i by MJR and put them after

batch i-1. No idle time on M, means the smallest possible completion time of batch 1.

From Cases 1 and 2, we can see that completion time of batch i would be no
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greater than C,(o) if we schedule jobs in batch i by MJR. We can repeat this
argument for following batches in o of which jobs are not scheduled by MJR. []

As a result of Lemma 1, we only consider those schedules where jobs are
scheduled by MJR.

4. Problem F211C;

4.1 A Special Case

The JR indeed generates an optimal schedule for a special case where the batch

preemption is allowed. The following theorem establishes problem F211C, = with

batch preemption can be easily solved by using JR.

Theorem 1: The JR is optimal for problem F211Cy  with batch preemption.

Proof: Note that]JR is an optimal solution procedure for problem F211C,, . Since the

batch preemption is allowed, we can treat each job in batches as a job in problem
F211C,,. without associating the job with a batch. []

max

However, it sounds more realistic that in a two machine flowshop, if a job in a
batch starts being processed on a machine, then all jobs in the batch should complete
before a job in another batch starts being processed on the same machine. Also, the
processing order of batches on each machine should be identical to one another.

Hence, in a general version of problem F211C, , we assume that there does not

exist batch preemption. Then, it can be seen that JR does not guarantee an optimal

schedule if batch preemption is not allowed.

4.2 An Optimal Solution Procedure for Problem F211C;

In this section, we introduce a solution procedure which generates an optimal
schedule for F211C, . Afterjobs in each batch are scheduled by MJR, we treat each

schedule of a batch as a job and apply JR to solve the whole problem, F211C; .
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Specifically, when we apply JR to batches, we treat A; as processing time on M, and
B, as processing time on M,. We formally describe Algorithm MJRB (Modified

Johnson's Rule for Batch scheduling) which generates an optimal schedule for pro-
blem F211C, .

Algorithm MJRB
0. Apply MJR to each batch i for i=1,2,--, n.

Calculate A, B;,, and K; for i=1,2,---, n.

1. Apply JR to schedule batches by treating A, as processing time on M, and B,
as processing time on M,, respectivly for i € B.

2. Calculate C,; fori=1,2,---,n.
Output C;  and stop.

If the number of jobs of all batches is N, then MJRB runs in O(NlogN) time.
The resulting solution is a permutation schedule where there is no idle time on M.
The next theorem proves that MJRB generates an optimal schedule for F211C; .

X

Theorem 2: MJRB generates an optimal schedule for problem F211C, .

Proof: From Lemma 1, we only need to prove that applying JR to each batch of which
jobs are already scheduled by MJR generates an optimal schedule for problem
F211C, . Suppose that there exists a schedule which is generated by MJRB and is

not an optimal schedule. Let o and z” be this schedule and the solution value,
respectively. Also, let z' is an optimal solution value for the problem. Now, we

suppose another schedule which is identical to o except that K, =0 for all i=1, 2,
i=1,2,---,n. Let o' be this new schedule. In ¢, let us treat a batch in o as a job.
Then, ¢’ is an optimal schedule for an instance of problem F21IC,, where p,; = A,

and p, =B, for i=1,2,---,n. Let z° be makespan of o'. Since ¢' is an optimal

schedule for the instance of problem F2IIC,,, z >z° +) " K;. Observe that z° =

U n . . . . .
z° +ZI_=1K,. since only difference between o and ¢’ is extra processing time K; for

each batchifor i=1,2,--, n. Contradiction to the assumption that o is not an
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optimal sche-dule. []

The following remark shows that using JR in Step 0 of MJRB instead of MJR may

not generate an optimal schedule.

Remark 1: If JR is used to schedule jobs in batches instead of MJR in MJRB, then MJRB does

not guarantee an optimal schedule for problem F211Cy .

Proof: Consider an instance of problem F2I IZCBW. Let n=2,n,=2, and n,=1.
Also let pyy =p, =1, p, =2, p, =1, p;; =2, and p,, =3. If we apply JR to each batch
separately, then A, =B, =1, A, =2, and B, =3. Note that A, =B,. So, if we apply
M]JRB to the two batches, then any batch order is possible. If a resulting schedule is
o =(1, 2), then the solution value is 8. However, an optimal schedule is ¢ =(2, 1)

and the solution value is 7 (see Figure 1). []

M, 1 2 3
g
M, 1 2 3
M, 3 1 2
U*
M 3 1 2
0 2 4 5 6 7 8

Figure 1. Schedules for Remark 1

5. Problem F2| IZCBI,

5.1 Basic Results

In this section, we present some preliminary results for problem F211%'C, .

First, we have the following property for an optimal schedule.
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Lemma 2: For problem F21| ZC 5, » there exists an optimal schedule without batch preemp-

tion.

Proof: Follows from an adjacent job interchange argument. []

As a result of Lemma 2, we only consider those scheduled without batch pre-

emption.

5.2 Complexity

In this section, we establish the complexity of problem F211) C p, and its two

special cases. We first establish complexity of problem F211%C B

Theorem 3: The recognition version of problem F211%'C 5, s unary NP-complete.

Proof: Note that the recognition version of problem F21| ZC ; is unary NP-complete
(Garey et al. [8]). By letting n, =1 for all i € B, problem F2I| IZC]. reduces to problem
F211)C, . Hence, F2| |>°C, is a special case of F2| 12Cy. O

The next two theorems establish complexity of two special cases of problem
F2113°C, .

Theorem 4: The recognition version of problem F21 A, = Al ZC 5, is unary NP-complete.
Proof: Note that the recognition version of problem F2Ip,; =p, IZC ; is unary NP-

complete (Hoogeveen and Kawaguchi [13]). By letting n, =1 for all i€ B, problem
F21p,; =p, IZC]. reduces to problem F21A, =Al ZCB," Hence, pro-blem F2lp,; =

p ! ZC,. is a special case of problem F2|A, =Al ZCB," L

The next result establishes that even if B, is identical for all batches, the pro-

blem is still unary NP-complete. We use the reduction from the following unary NP-

complete problem.

Numerical Matching with Target Sums (Garey and Johnson [8]): We are given two
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disjoint sets of F={f,, f,, -, fq} and G={g,, &, ", gq}, and a target vector (h,, h,,
-+, h,) where Z'j: (fi+8)= Z'j: Ji: - The problem is to partition FUG into g disjoint
sets T,, T,,---, T, suchthateach T, contains exactly one element from each of F and

1

Gand f,+g =h; for i=1,2-,¢.

Theorem 5: The recognition version of problem F2|B, = B ZC 5, is unary NP-complete.

Proof: Given an instance of Numerical Matching with Target Sums, we construct the
following instance of F2IB,=BI»C B

N =  6q+7,

n = 3q+4,

n = 2, i=1,2,--,3q+3

M3y 1,

m = 2,

Py = 0, i=1,2,-,4,

28 = L, j=q+1,q9+2,---,2q,
Py = 0, j=2g9+1,2q9+2,---,3q,
Py = L, j=3q+1,3q+2,--,4q,
Py = 0, j=49+1,49+2,---,5q,
2 = 3L, j=59+1,5¢+2,---, 64,
Py = L, j=6q+1,69+2,69+3,
Py = 2L, j=6q+4,6q+5,69+6,
P6g+7 0,

by = L-g, =129,

Py = L, j=q+1,q+2,---,2q,
Paj = L-f, j=2q+1,2q+2,--,3q,
Pai = L, j=3q+1,3q+2,--,4q,
P = h, j=4q+1,49+2,---,5¢q,

ij = L’ j=5q+1155]+2/"’/65]/
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Py = 2L, j=6g+1,6q+2,69+3,
Paj = L, j=6q+4,6q+5,---,6q+7,
z = (75¢" +36.5q+22)L—Zj:1 f, —22]’11&,

where L =2maxi<j<,{h;}+1, g; > 227:11(1' for j=1,2,-,4q.
The recognition version of problem F2IB, =B|ZCB,. is in NP since we can
calculate ) C, in polynomial time.

We prove that there exists a solution to Numerical Matching with Target Sums if
and only if there exists a solution to F21B, =B C, and > C, <z.

For each batch, we first apply MJR and determine A, B;, and K, for i=1, 2, -,
n. Since there exists an optimal schedule where batches are scheduled by MJR, we

only use the following results to prove the complexity:

A, = & i=1,2-,q,

A = f i=q+1,9+2,---,2q,

A = 3L-h, i=29+1,29+2,--,3q,

A = L, i=3g+1,3g+2,3q+3,

Aya = 0,

B - L, i=1,2,-,3q+4,

K, = L-g,, i=1,2,,q,

K; = L-f, i=q+1,q+2,--,2q,

K = h, i=2q+1,2q+2,--,3q,

K; = 2L, i=39+1,39+2,3q+3,

K, - 0.
M1 2 3 i q|2q 3q qu 3 13g+3
(o2 sl s | |2 fe| @ 20 2afpdna| 3% |Ba+s |35

! oL 55% i[? iﬁ% fqu

Figure 2. An Example of an Optimal Schedule



CUSTOMER ORDER SCHEDULING IN A TWO MACHINE FLOWSHOP 107

(=) We assume without loss of generality that if there exists a solution to Numerical

Matching with Target Sums, then elements are indexed such that f,+g, =5, for
i=1,2-,q.

Consider the permutation batch schedule o shown in Figure 2, where
c=0Bq+2,1,9+1,29+1,2,9+2,29+2,---,9,2q,3q,3qg+1,39+2,39+3) (1)

and there exists no inserted idle time. To determine the total completion time, we first

calculate total completion time of batches 1, 2, ---, 3. Since f,+g;,=h; for i=1, 2,

.-+, q by assumption,
39 ) q q
D Ci(o)=(7.54"+2159)L-> f, -2 g;. )
i=1 j=1 j=1

Since completion time of batch 3g is (59+1)L, completion time of the batches 3q+1,

39+2,39+3, and 3q+4 is

Sqfc,.(o) = (15q+21)L+ L = (15q +22)L. 3)

i=3q+1

Hence, from (2) and (3), we have

3q+3 q

Y. Ci(0)=(754"+36.5q+22)L- f; —2&].. (4)

i=3q+1 j=1 j=1
(<) Let I,e{1,2,--,q}, I, ={g+1,9q+2,---, 2q}, I, ={2q+1, 29+2,---, 3q}, and I, =
{3q+1, 3g+2, 3g+3}. Since all batches in I, are identical, we assume that in an
optimal schedule, batches in I, are processed in index order. In an optimal schedule,
let the batches in I, I,, and I, be processed in the order v,, v,, -, v,,- For nota-
tional convenience, let v, =1, v, =2, ---, v, = 3q. First, we describe an optimal sche-

dule. Then, we show that a schedule does not have a solution value <z unless it is

optimal.
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We first consider the batch order in an optimal solution. Since batch 3g+4 has
zero processing time on M, and K; =0, it is optimal to process batch 3g+4 first.
Also, batches in I, has big processing time on M,, it will be optimal to process
them last. Then, the second batch to process is either from I, I,, or I, . If we process
a batch from I, first, then it produces idle time of more than 2L on M, and also
finish later than the other two choices. A batch from I, or I, will not create any idle
time on M, but a batch from I, will give the smallest completion time. Hence, we
process batch 1 from I, next.

Now, if we process a batch from I, next, then it still creates an idle time on M,

by 5L—-(3L~-g, +h,,,) and completion time will be 6L . Instead, if process either a

batch from I, or I,, then it does not create idle time and completion time will be
smaller. Suppose we process a batch from I, again. Then, completion time of batch 2

will be 4L—-g, —g,. Since h; <L/2 forall j=1,2,-, g, itis optimal to process a batch
from I, next. Then, completion time of batch 24+1 is 6L but it produces idle time
on M, by 5L—(5L—g,—g, +h,). Recall that we assume that g; > ZZZ:lf]. for j=1,2,

.-+, q and it implies that &, < g, + g, . This idle time at least delay the last three batches
by g, +g, —h, compared to the case where there exist no idle time.

Alternatively, suppose we process a batch from I, as a third batch instead of an
additional batch from I,. Then, completion time of batch g+1 will be 4L—g, — f,. If
we process a batch from I, next due to the similar reason, then completion time of
batch 2g+1 is 6L but it may of may not produce idle time on M, because A=5L~—
(5L—-g, — f, + 1) can be either 0, positive, or negative. Even though completion time
of batch g+1 will be slightly bigger than that of batch 2, idle time on M, or delaying
of batch 2g+1 will be smaller and so increase the solution value by smaller amount.
Hence, it should be optimal to process a batch from I, as a third batch. Now, we

have the similar situation as when batch 1 is about to be scheduled. Hence, it is
optimal to schedule batches in I, I,, and I, in the order of 2, 4+2,2q+2, 3, 4+3,
2q+3,--,4,2q, 3q.

Further, it is optimal that f +g,. =h, , fori=1,2,--,q. If f+g, , <h,,, for

2q+i

any ief{l, 2 -, q}, then it creates delay of at least h,,, —(f; +g,.;) for the following
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three batches and it will increase the solution value by at least 3{h, ., —(f, +g,..)}-

Alternatively, if f +g,,>h,,, for any i€{l,2, -, q}, then it creates idle time of

hyi =(fi + 8,.:) on M, before batch 2q+i is processed on M,. Since Z?:I(f, +9,)=

Z;hi, this idle time will create a situation where f,+g¢ ., <h, ., for some [€B.

2q+1

Hence, eventually it will contribute to increase the solution value at least by 3{k

- (ft +8 q+i )} .
Observe that the optimal schedule is the same as the schedule in (4). Hence, the

solution value is Y C,(0)=(75¢" +3659+22)L-) " f ~2)"" g This is only

=3q+1 "1

2q+i

possible if f, + Soni = h,,,, for i=1,2,.--, g, i e, there exists a solution to Numerical

2q+i

Matching with Target Sums. []

Remark 2: Problem F21p,; =p, IZC ; is solvable in O(nlogn) (Hogeveen and Kawacuchi
[13]).

5.3 Lower Bounds for F2/1)C,

We establish a series of lower bounds on the value of a schedule for problem

F211>C 5~ The lower bounds are used in the analysis of a heuristic. These bounds

are based on the condition that there is no wait for M, . Before we start introducing
the bounds, we let [i] indicate the batch in the ith position in given schedule. The

first bound assumes that each job is processed as quickly as possible on M, .

Lemma 3:

D Ci2nAy+Y (n—i+1)B,.
i=1 i=1
Proof: Since jobs are processed without delaying on M,,
Ciy = Apy + ;(K[k] +Byy)

for ieB. Since batches are ordered such that A, +B, +2K;, <A, +B,, +2K,

i+1 i+1 i+1

for
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i=1,2,---,n-1 (orindexed in shortest processing time first (SPT) order),

Zc > nAy + ZZ(KM +By)=nAy + Y (n—i+1)B,,.
i=1

i=1 k=1

The next bound assumes that each job is processed as quickly as possible on M, .

Lemma 4:

n

ZC > Z(n—z+1)(A[ 1+ By +2Ky) + nmin{ A} + 3 B;.

i=1 i=1

Proof: Since jobs are processed without delaying on M,,

Ciy2 Z(Am +Kpyp) + By

Since batches are ordered in SPT order,

n n n

Ci = A[k] +K[k])+ZB[1] z l+1)(A[x] [l])+nmiBn{Ai}+ZBi’ ]

i=1 i=1k i=1 e i=1

We combine the two lower bounds in Lemmas 3 and 4 to obtain the following

lower bound.

Lemma 5:

DC 2 %[Z(n —i+1)(A, + B, +2K,)+ nmin{A,}+ Y B;].
i i-1 ieB i-1
Proof: By adding up two lower bounds from Lemmas 3 and 4,

ZZC >ZZ(11—1+1)(AH+B +2K[1])+nA[1]+ZB

i=1 i=1

>Z(n—z+1)(A +B, +2K)+nmm A}+)B.

i=1



CUSTOMER ORDER SCHEDULING IN A TWO MACHINE FLOWSHOP 111

The last inequality is due to the fact that batches are in SPT order. []

Let

z'=>C, > %[Z(n—z#l)(Ai +B, +2K,)+nmin{A;} + Y B/].
i=1

i-1 ieB i-1
We use z" to provide a lower bound for z'.

5.4 Heuristic

In this section, we introduce and analyze the worst case behavior of a heuristic.
This heuristic is presented in Gonzalez and Sahni [10] to solve problem F211C e
We apply the heuristic to problem F21| ZC 5, after we apply MJR first. The heuristic

processes batches in SPT order and does not allow any inserted idle time. Conse-
quently, it is a reasonable choice for managers who are interested in maximizing

machine utilization.

Heuristic GS
0. Apply Algorithm MJR to each batchifor i=1,2,---, n.

Calculate A;, B,,and K, for i=1,2,---,n.
1. Reindex jobs so that A, +B; +2K, < A,,, +B,,; +2K,,; for i=1,2,---,n—-1.
2. Schedule job 1 such that C;; = A, +K; and C,, =A, +K, +B,.

Schedule batches 2, 3, ---, n inindex orderon M, and M, such that

C,=C,,,+A +K, and C,, =max{C,,,, C;;}+K,+B, for j=2,3, -, n.
3. Calculate C, for i=1,2,-,n.

Output Z;Ci and stop.

Heuristic GS runs in O(nlogn) time. The resulting solution is a permutation
schedule where there is no inserted idle time on M,. Let c°° be the schedule

generated by Heuristic GS and z% be the cost of schedule ¢°°. We analyze Heuristic
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GS and find an upper bound on the relative error.

Let

a= miBn{A,'r B,‘}/

p= maBX{A,'/ B,}

To analyze the worst case behavior of the heuristic, we follow the approach used
by Hoogeveen and Kawaguchi [13]. Our analysis is more complicated because we

deal with batches instead of jobs.

Lemma 6:
IBk _Ak+l |S (ﬂ_a)(AkH +Bk+1 +2Kk+1)/(ﬂ+a)
fork=1,2,---,n-1.

Proof: We first consider the case where | B, — A,,, | =B, — A,,;. Suppose that | B, -
Ay 1 > (B-a)(A,,, + B +2K,,)/(f+a) for some k.Since > A, + B, +2K,, we have
(Bi A )(B+a)>(f—a) A, +B, +2K,). Then, 2aB, >(f-a)A, +2(f+a)A,,, +(S—
a)2K, 2 (f-a)a+(f+a)a+2(f—-a)K, 22pa. Contradiction. The similar argument
holds for the other case. []

Theorem 6:

2912 <2B/(a+ p).

Further, this bound is asymptotically attainable.

Proof: By the construction of GS, C, = A, +K, +B, and
C,=max{C,;, C,, , +K,}+B,
=max{C,,, +A,;, C,,,}+K; +B,
<max{C,, , + A, max{C,, , +K,;, C;,;}+B,_;}+ K, +B,

<max{C,, ,, C,;,, +K,_ } +max{A,, B_}+K, +B,

i-1
<A +Y (max{B,, A} +K,)+K, +B,
k=1
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for i=2,3, .-+, n. Using the equality 2max{B,, A,,,} = B, + A,;—| B, — Ai,; |, we have

i-1
2C; <2A,+2) (max{B,, A} +K,)+2(K, +B,)

k=1

i i i -1
=Y A +D B, +2Y K, +A +B, +]ZI B, - A,
k=1 =1 k=1 =1

for ie B. For notational convenience, we let W = Z;(n—i +1)(A, + B, +2K,). Then,

we obtain the following inequality by adding up C, for i=1, 2, ---, B.

n n n-1 i
2YC, <(W+nA +YB)+D > IB —A, . 5)
j=1 i=1 i=1 k=1

Now, using Lemma 6, inequality (5) becomes

ZECI. <(W+nA, +iBi)+{W—n(A1 +B)B-a)(f+a)

j=1

<WRBIB+a)+ 3B, +nA 2al(f+a))

i=1

Note that

; E[ (n—i+1)(A; +B; +2K,-)+Vlmin{Al-}+zB,-]
i=1 i=1 ieB Py
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WQBI(B+a)+ 3B, +n A, Qal(f+a)

<

W+ B, +nmin{A,}

i-1 ieB

28/(B +a)(W + iB, +nminf{A;})
< i1 icB

W+ B +nmin{A,}

i=1 ieB

=28/(B+a).

Now, we show that this bound is asymptotically attainable. Consider the ins-
tance where there are 2n batches with processing times A, =, B, =¢a, and K; =0
fori=1,2,---,n and A, =a, B,=f, and K;=0 for i=n+1,n+2,---, 2n. Since A, +
B, +2K; are equal for all batches, any batch sequence an be generated by the heuristic.
Suppose that ¢%° =(1, 2, ---, 2m). Then the solution value z% =28n" +(B+2a)n. An
optimal schedule " = (n+1,1, n+2, 2, ---, 2n, n) has solution value z' =(S+a)n’ +

(B+2a)n. The relative error goes to 25/(f+a) as n—>w. []

6. Discussion and Further Research

We have explored problems F211C, —and F21| >¢C 5,- While there exist several

studies in the customer order scheduling problems in parallel and job shop environ-
ments, there has not been any research on flowshop environment. For problem

F211C, , we develop an schedule which generates an optimal schedule, and the

algorithm is based on JR. For the problem with the objective of minimizing the sum of
order completion time, we establish complexity of some special cases. Also, we
develop a series of lower bounds and introduce a simple but intuitive heuristic. Then,
we find the worst case bound on relative error and the bound is tight as the number
of batches goes to infinity.

There are several extensions of our research that might be considered. We can
first extend to multiple machine cases where the number of machines are more than 2.

Also, we can study different machine speeds such as proportional and unrelated
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machines. We also leave this to future research.
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