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ABSTRACT

Team orienteering, an extension of single-competitor orienteering, is the problem of determining
multiple paths from a starting node to a finishing node for a given allowed time or distance limit
fixed for each of the paths with the objective of maximizing the total collected score. Each path is
through a subset of nodes, each of which has an associated score. The team orienteering problem has
many applications such as home fuel delivery, college football players recruiting, service technicians
scheduling, military operations, etc. Unlike existing optimal and heuristic algorithms often leading
to heavy computation, this paper suggests two types of priority rule based heuristics-serial and par-
allel ones-that are especially suitable for practically large-sized problems. In the proposed heuristics,
all nodes are listed in an order using a priority rule and then the paths are constructed according to
this order. To show the performances of the heuristics, computational experiments were done on the
small-to-medium sized benchmark instances and randomly generated large sized test instances, and
the results show that some of the heuristics give reasonable quality solutions within very short com-
putation time.
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1. Introduction

Orienteering is an outdoor sport played in a mountainous or heavily forested
area where players use a map and a compass to navigate from a starting node to a
finishing node in diverse and usually unfamiliar terrain. Each location between the
starting node and the finishing node has an associated score (reward) and the player
collecting the highest scores during his travel wins the game. Unlike ordinary vehicle
routing problems, a time or distance limit is given to the players in this game and hence
the players may not visit all locations. The orienteering problem is to determine a sin-
gle path that maximizes the total collected score within the time or distance limit. Si-
milar researches in the literature are the selective traveling salesman problem of La-
porte and Martello [12] and the maximum collection problem of Butt and Cavalier [4].

As an extension of the orienteering problem, the team orienteering problem de-
termines multiple paths at the same time, each of which has a time or distance limit.
A team consisting of several players starts at a starting node. Each team member tries
to visit as many nodes as possible within the time limit and then ends at a finishing
node. Once a team member visits a node, no other teamm members can visit the same
node, and hence each member of the team has to select a subset of nodes to be visited
in order to maximize the total team score. Many applications for the team orienteer-
ing problem can be found in the literature: out-door sport game in Chao ef al. [6],
multi-vehicle version of the home fuel delivery problem in Golden et al. [9], recruiting
of college football players from high schools in Butt and Cavalier [4], service schedul-
ing of routing technicians in Souffriau et al. [15], and tour trip design in Tang and
Miller-Hooks [16], etc.

In general, there are four basic decision problems associated with orienteering;:
orienteering, team orienteering, maximum collection, and multiple tour maximum
collection. Figure 1 describes the differences among the four decision problems. Note
that the orienteering (team orienteering) problem is different from the maximum col-
lection (multiple tour maximum collection) problem in that the former has distinct
starting and finishing nodes while the latter has the same starting and finishing node.

Various exact and heuristic algorithms have been suggested for the orienteering
(maximum collection) and the team orienteering (multiple tour maximum collection)

problems. Since the orienteering (maximum collection) problem has been proved be
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NP-hard by Golden et al. [9], most of the existing solution algorithms are heuristics.
Tsiligirides [17] proposes deterministic and stochastic heuristics using the Monte
Carlo technique, and Golden et al. [9] suggest a heuristic algorithm using an insertion
method and a center of gravity improvement. See Ramesh and Brown [14] and Chao
et al. [5] for other heuristics on the orienteering problem. Also, there are several opti-
mal solution algorithms using dynamic programming [10], branch and bound [12, 13],
and branch-and-cut [7, 8].
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Figure 1. Problems Related with Orienteering

The team orienteering problem (TOP) was firstly studied by Butt and Cavalier [4]
where they considered the recruiting problem of college football players while the
starting and finishing nodes are located at the same location, i.e., multiple tour maxi-
mum collection. In this study, the authors suggest a simple greedy construction heu-
ristic (Note that the team orienteering problem is also NP-hard since its special case,
orienteering problem, has been proved to be NP-hard). Later, Chao et al. [5] suggest a
five-step heuristic with initialization, main movement, clean up, local improvement,

and reinitialization. Unlike the construction heuristics, several researchers suggest
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various meta-heuristics to obtain better solutions. See Tang and Miller-Hooks [16]
and Archetti et al. [1] for tabu search, Bouly et al. [2] for the memetic algorithm, Ke et
al. [11] for ant colony optimization, Vansteenwegen et al. [18] for guided and iterated
local search, and Souffriau et al. [15] for path relinking. Finally, unlike the heuristic
approach, Boussier et al. [3] propose an exact branch-and-price algorithm in order to
provide a generic branch-and-price scheme capable of solving different kinds of
small-sized instances efficiently.

As explained above, various optimal and heuristic algorithms have been sug-
gested for the TOP that determines multiple paths. However, the existing algorithms
may not be suitable for practically large sized instances since they are extremely time
consuming to get the final solutions. For example, even the five-step heuristic of Chao
et al. [6], in our experiments, needed about 14 minutes to give the solutions for the
largest test instances with 1000 nodes. Unlike the previous studies on developing op-
timal algorithms and meta-heuristics, therefore, we suggest fast heuristics that are
suitable for practically large-sized instances. For example, the TOP can be applied to
real-time decisions that select attack nodes in military operations, especially when
making immediate decisions in wartime. In this case, it may not be useful for the ex-
act algorithms and the meta-heuristics to give solutions due to their excessive compu-
tation times.

The heuristics suggested in this study are based on priority rules, i.e., all nodes
are listed in an order using a priority rule and then the multiple paths are constructed
according to this order. Computational experiments were done on the small-to-
medium sized benchmark instances and randomly generated large-sized test instant-
ces, and the results are reported. In particular, the heuristics were compared with the
five-step heuristic of Chao et al. [6].

This paper is organized as follows. The next section describes the problem and
presents an integer programming model. Section 3 explains the priority rule based
heuristics. Experimental results are reported in Section 4, and the conclusions and

further works are discussed in Section 5.

2. Problem Description

Consider a military operation to illustrate the basic concept of the TOP. Figure 2
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shows an example of a battle field for a battalion with three companies. As can be
seen in the figure, the field has thirty candidate attack nodes (circular nodes) in which
each company gets military results (scores) from the starting node (triangular node)
to the finishing node (rectangular node). Here, the starting and finishing nodes are
called assembly areas or rallying nodes. Also, each candidate attack node can be vis-
ited at most once, and there is a time or distance limit for each company. In this mili-
tary case, the problem is to determine the path for each company in order to maxi-

mize the total military result while satisfying the time or distance limit.

Figure 2. An Example for Team Orienteering: Deployment of Troops

Now, we explain the TOP more formally. Let G = (N, A) be a network, where N =
{1,2, -+, n} is the set of nodes and E = {(j, j): i # j} is the set of arcs. Nodes 1 and n de-
note the starting and the finishing nodes, respectively, whereas the other nodes V\{1,
n} correspond to the candidate nodes for visiting. Each node, except for the starting
and the finishing nodes, is associated with a score and each candidate node is as-
sumed to be visited at most once. A non-negative distance or travel time between two
nodes is associated with each arc. We assume that distances or travel times are sym-

metric and satisfy the triangle inequality. A set of m identical vehicles have a time or
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distance limit.

A solution consists of a set of m paths P1, P2, **- Pu and the problem is to find the
solution that gives a maximum score collected. Here, the g path can be represented
as Py = (1, iq, iz, -+, n), where iy denotes the index for the fi node in path g.

Before presenting the integer programming model, the notations used are sum-

marized as follows.

Parameters

cij  travel time (distance) between nodes i and j
si  score acquired when visiting node i

Tmax time (distance) limit for each vehicle

U proper subset of nodesinV, ie, UcV

Decision variables
yix =1if nodeiis visited by vehicle k, and 0 otherwise

xik =1 if node j is visited directly after node i by vehicle k, and 0 otherwise

Now, the integer programming model is given below.

n-1 m

Maximize Z Z S " Y

i=2 k=1
subject to

n_m n=1 _m
PITEDIPI AL D
j=2 k=1 i=1 k=1
Zxﬁk +fofk =2y, forallj(#1, n)and k 2
i<j i>j
Dy <1 forallj (=1, n) 3)
k=1
n-1

1 Zc,.].x,.jk <T.. for all k (4)
1= 1<]

> X <[U|-1 forall Uc V\{1,n} 2<|U|<n-2)and k (5)
i,jel i<j
x; €10, 1} forall1<i<j<mandk (6)
yi €10, 1} foralli(#1,n)and k (7)

Yie =Y =1 for all k. (8)



PRIORITY RULE BASED HEURISTICS FOR THE TEAM ORIENTEERING PROBLEM 85

The objective function represents maximizing the total score collected by all ve-
hicles. Constraint (1) ensures that each vehicle starts at node 1 and finishes at node #,
and constraint (2) relates to the connectivity of each path. Constraint (3) ensures that
all nodes except for nodes 1 and # can be visited at most once. The time (distance)
restriction of each vehicle is represented by constraint (4), and sub-paths are prohib-
ited by constraint (5). Finally, constraints (6), (7) and (8) specify the conditions of de-

cision variables.

3. Solution Algorithms

This section gives the details of the two types of priority rule based heuristics-

serial and parallel types-proposed in this study.

3.1 Serial Type Heuristics

Serial type heuristics construct multiple paths in a consecutive fashion, i.e., each
path is generated one after another. To construct a complete path, a candidate node
selected based on a certain priority rule is added to the current path constructed so
far while checking if the time (distance) limit is violated. As in Chao et al. [6], the can-
didate node is selected among those within the ellipse constructed by using the start
and finishing nodes as the two foci of the ellipse since any path that contains a node
outside the ellipse violates the time (distance) limit Twa. See Chao et al. [6] for more
details.

The overall procedure of the serial type heuristic is given below.
Procedure 1: (Serial type heuristic)
Step1: Set k=1 (k denotes the index for paths).
Step 2: Construct the ki path as follows.
(a) Initialize the path (only the starting and finishing nodes).
(b) Select a candidate node among those unconsidered so far using a prior-
ity rule.
(c) If the node can be added to the current path without violating the time
(distance) limit, add it to the current path and go to step 2(b). Otherwise,
go to Step 3.
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Step 3:  Setk=k+ 1. If k> m, stop the algorithm. Otherwise, go to Step 2.

In Step 2(b), we propose the following four priority rules.

LS select a node with the largest score value, i.e., max s; (ties broken by select-
ing the node with the shortest distance from the last node of the current
path).

SD  select a node with the smallest increment in distance (ties broken by se-
lecting the node with the largest score).

SS/D select a node with the smallest ratio of the score to the distance, i.e. min s; /
I, where Ik is the length of path k after adding the node (ties broken by se-
lecting the node with the largest score).

LS/D select a node with the largest ratio of the score to the distance, i.e. max s; /

Ik (ties broken by selecting the node with the shortest path length)

For the ways the candidate nodes are added to the current path, two types of se-
rial heuristics are employed: nearest neighbor and nearest insertion methods, both
are well-known construction heuristics found in the literature for the traveling sales-
man problem. The nearest neighbor method (S1) adds a selected candidate node to
the end of the current path while the nearest insertion method (52) adds a selected
node to the position that gives the minimum increase in the path length. Hence, eight
combinations (S1-LS, S1-SD, S1-SS/D, S1-LS/D, S2-LS, S2-SD, S2-SS/D, and S2-LS/D)

are considered for the serial type heuristics.

3.2 Parallel Type Heuristics

Unlike serial type heuristics, parallel type heuristics construct multiple paths at
the same time by adding a candidate node to each of the m paths one by one while
checking the time (distance) limit. The overall procedure for the parallel type heuris-

tic is given below.

Procedure 2: (Parallel type heuristic)
Step 1: Initialize the set K of paths, i.e.,, K={1, 2, ---, m}, each of which has only the
starting and finishing nodes.

Step 2: Construct the multiple paths as follows.
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(a) Set k=1 (k denotes the index for paths).

(b) For path k, select a candidate node among those unconsidered so far us-
ing a priority rule.

(c) If the node can be added to path k without violating the time (distance)
limit, add it to path k and go to Step 2(d). Otherwise, K= K\ {k}.

(d) If K=, stop the algorithm. Otherwise, go to Step 2(e).

(e) Select another path k’(k’# k) with the minimum length (ties broken arbi-
trary) and go to Step 2(b) after setting k=k".

As in the serial type heuristics, we developed eight parallel type heuristics: P1-LS,
P1-SD, P1-SS/D, and P1-LS/D for the nearest neighbor method; and P2-LS, P2-SD, P2-
SS/D, and P2-LS/D for the nearest insertion method.

4. Computational Experiments

To test the performances of the proposed priority rule based heuristics, computa-
tional experiments were done on a number of test instances and the results are re-
ported in this section. All the heuristics were coded in C, and the experiments were
done on a personal computer with an Intel Core2 Duo processor operating at 3.0 GHz
clock speed.

Two classes of instances were tested: (a) small-to-medium sized benchmark in-
stances; and (b) randomly generated large sized instances. The benchmark instances
were obtained from Tsiligrides [17] and Chao et al. [6], which are six data sets with 2,
3 and 4 vehicles, and 21, 32, 33, 64, 66, and 100 nodes (The instances with 102 nodes
were excluded since they have the same starting and finishing nodes). The large sized
instances consist of 288 larger instances, i.e., 18 instances for each of 16 combinations
of four levels of the number of nodes (300, 500, 700, and 1000) and four levels of the
number of vehicles (3, 9, 27, and 81), which were generated for military applications
in Korea. The locations were randomly generated on a square-shaped area. Also, the
scores were generated from DU(O, 20), where DU(l, u) denotes the discrete uniform
distribution with range [/, u]. The time (distance) limit Tw« was generated by u - Dinax,

where u is a parameter (3, 6, or 9) and Dua is the maximum among the distances be-
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tween two nodes.

The performance measures used are: (a) percentage gaps from the best existing
solution values for the benchmark instances; (b) percentage gaps from the solution
values obtained from the five-step heuristic of Chao et al. [6] for the larger instances;

and (c) CPU seconds. More formally, the gap of heuristic i for a problem is defined as

(ZB_Zh)/ZB’

where Zi is the objective value obtained from heuristic & and Zs is the best existing
solution value (of a benchmark instance) or the solution value of the five-step heuris-
tic (of a larger instance). Here, the best existing solutions of benchmark instances
were obtained from the relevant literatures [18]. Since the optimal solutions could not
be obtained for the larger instances, we instead employed the five-step heuristic to
compare the proposed methods. Note that the five-step heuristic is a simple one, but
may give better solutions due to its sophisticated improvement step.

Table 1 shows the percentage gaps from the best existing solution values for
small-to-medium sized benchmark instances. No significant differences were found
between the result of nearest neighbor and nearest insertion and the LS/D, which se-
lects a candidate node with the largest ratio of the score to the distance, performed
better than the other priority rules. Note that the S1-LS/D gave the best results in
overall among the sixteen heuristics. In fact, the overall average gap of S1-LS/D was
16.6% from the best existing solution values. Finally, the overall average gap of the
BEST, i.e., the best solution among the sixteen heuristics, was 8.5%. Since it takes only
a few seconds to implement all the sixteen heuristics, the BEST would be a good al-
ternative of the optimal or time-consuming heuristic algorithms for practical applica-
tions. Although the gaps seem to be large, the priority rule based heuristics have a
certain merit in that it can be used in real-time. For example, in military operations,
they may be more useful than other time-consuming algorithms in wartime where a
commander is forced to make immediate decisions.

Results for large sized test instances (with 300, 500, 700 and 1000 nodes) are sum-
marized in Table 2(a), which shows the percentage gaps of the sixteen priority rule
based heuristics with respect to the solution values obtained from the five-step heu-
ristic. The results are similar to those for the benchmark instances except that 52-SD

gave slightly better solutions than the others. As shown in Table 2, the serial type
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heuristic (52-SD) was better than the parallel type one (P2-SD) in terms of overall per-
formance. In fact, the overall average gaps of 52-SD and the BEST were 10.3% and
9.3%, respectively. To check the effectiveness of the proposed priority rule based heu-
risrtfics, an additional experiment was done on the largest test instances, i.e., both
serial and the parallel type heuristics select candidate nodes randomly for 30 minutes.
The results showed that the serial and the parallel type heuristics algorithms led to
74.0% and 80.4% of average gaps from the solutions obtained from the five-step heu-
ristic.

Finally, computation times in terms of the CPU seconds were summarized in Ta-
ble 2(b). As one can expect, the sixteen priority rule based heuristics were very fast. In
fact, they gave solutions within 1 second for all the test instances. In particular, al-
though it is not reported here, the BEST heuristic required 15 seconds in overall aver-
age even for the largest instances with 1000 nodes, which shows the practicality of the
proposed heuristics. On the other hand, the existing five-step heuristic required about

14 minutes for the largest instances.

5. Concluding Remarks

In this study, we dealt with the team orienteering problem (TOP) that has many
practical applications such as home fuel delivery, football players recruiting, service
technicians scheduling, military operations, etc. The problem is to determine multiple
paths from a starting node to a finishing node for a given allowed time or distance
fixed for each path for the objective of maximizing the total collected score. For prac-
tically large sized instances where the existing exact or heuristic algorithms may not
be useful, we suggested two types of priority rule based heuristics, serial type and
parallel type heuristics, coupled with four priority rules (LS, SD, SS/D, and LS/D) and
two different strategies of adding a candidate node (nearest neighbor and nearest
insertion). Recall that the serial type heuristics construct multiple paths consecutively,
one after another, while the parallel type heuristics construct the paths at the same
time.

Computational experiments were done on the small-to-medium sized bench-

mark instances and randomly generated large sized instances, and the results showed
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that the heuristics with the nearest insertion method gave better solutions than the
others for the case of large size instances. Also, we observed that the SD rule, which
selects a candidate node with the shortest distance, outperformed the other priority
rules. Although producing lower performances than the existing algorithm, the pro-
posed heuristics would be promising alternatives for practically large size instances
due to their adequate performances and very short computation times.

This research may be extended in several research directions. Case studies
should be done to prove the practical effectiveness of the proposed heuristics. The
priority rule based heuristics may be used to give initial solutions for meta-heuristics,
such as simulated annealing, tabu search and genetic algorithm, for the case where
solution quality is more critical than computation time. Then, evaluation of potential
benefits obtained from such combinations might be one possible direction for further
study.
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