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#### Abstract

By employing coincidence degree theory and using Halanaytype inequality technique, a sufficient condition is given to guarantee the existence and global exponential stability of periodic solutions for the two-dimensional discrete-time Cohen-Grossberg BAM neural networks Compared with the results in existing papers, in our result on the existence of periodic solution, the boundedness conditions on the activation are replaced with global Lipschitz conditions. In our result on the existence and global exponential stability of periodic solution, the assumptions in existing papers that the value of activation functions at zero is zero are removed.


## 1. Introduction

Since 1983, Cohen and Grossberg [2] constructed a kind of simplified neural networks which are now called Cohen-Grossberg neural networks (CGNNS), they have received increasing interesting due to their promising potential applications in many fields such as pattern recognition, parallel computing, associative memory, and combinatorial optimization. Such applications heavily depend on the dynamical behaviors. Thus, the qualitative analysis of the dynamical behaviors is a necessary step for the practical design and application of neural networks.

The stability of Cohen-Grossberg neural network with or without delays has been widely studied by many researchers, and various interesting result have

[^0]been reported ([2]-[25]). As is well known, the studies on neural dynamical system not only involve a discussion of stability properties, but also involve other dynamic behavior, such as periodic oscillatory behavior, chaos and bifurcation. In many applications, the periodic oscillatory behavior is of great interest, it has been found applications in learning theory [39] which is motivated by the fact that learning usually requires repetition. Hence, it is of prime importance to study periodic oscillatory solutions of neural networks. Recent years, a few of authors discussed the existence and stability of periodic solution to twodimensional Cohen-Grossberg neural networks with delays [3, 37]. However, the existence and stability result of periodic solution to two-dimensional discrete Cohen-Grossberg neural networks with delays have been not found in the present literature. On the other hand, recent years, the stability of equilibrium point and periodic solutions for continuous-time and discrete time BAM neural networks has also be widely investigated and many interesting results have be obtained, for example, see [35]-[45].

Motivated by above works, in this paper, we are concerned with the existence and stability of periodic solution to two-dimensional discrete-time CohenGrossberg BAM neural networks with delays.

Recently, some authors studied dynamical behavior for discrete-time analogues of neural networks by semi-discrete method, see $[21,23,22,14,30]$. Just as said in [21], semi-discrete method has more advantages than Euler method in preserving the dynamics of continuous model. Different from those in neural networks models in $[21,23,22,14]$, in Cohen-Grossberg neural networks, the amplification function is nonlinear, which brings some difficulties in using semi-discrete method to discrete Cohen-Grossberg neural networks. In [7], by using semi-discrete method, a new discrete analogue of one-dimensional continuous Cohen-Grossberg neural networks with varying delays is obtained by analysis and approximation techniques.

In this paper, we consider discrete analogue of the following two-dimensional continuous Cohen-Grossberg BAM neural networks:

$$
\left\{\begin{array}{l}
\frac{d x_{i}(t)}{d t}=-a_{i}\left(t, x_{i}(t)\right)\left[b_{i}\left(t, x_{i}(t)\right)-\sum_{j=1}^{m} p_{i j}(t) f_{j}\left(y_{j}\left(t-\tau_{i j}(t)\right)\right)-I_{i}(t)\right]  \tag{1.1}\\
\frac{d y_{j}(t)}{d t}=-c_{j}\left(t, y_{j}(t)\right)\left[d_{j}\left(t, y_{j}(t)\right)-\sum_{i=1}^{k} q_{j i}(t) g_{i}\left(x_{i}\left(t-\sigma_{j i}(t)\right)\right)-J_{j}(t)\right]
\end{array}\right.
$$

where $i=1,2, \ldots, k, j=1,2, \ldots, m, k, m \geq 2$ are the number of neurons in the networks; $x_{i}(t)$ and $y_{j}(t)$ are the states of the $i$ th neuron from the neural field $F_{X}$ and the $j$ th neuron from the neural field $F_{Y}$ at the time $t$, respectively; $f_{i}, g_{i}$ denote the activation functions of $j$ th neuron from $F_{Y}$ and the $i$ th neuron from $F_{X}$, respectively; $p_{i j}(t)$ weights the strength of the $i$ th neuron on the $j$ th neuron at the time $t ; q_{j i}(t)$ weights the strength of the $j$ th neuron on the $i$ th neuron at the time $t ; I_{i}(t), J_{j}(t)$ denote the external inputs on the $i$ th neuron from $F_{X}$ and the $j$ th neuron from $F_{Y}$, respectively; $a_{i}\left(t, x_{i}(t)\right)$ and $d_{j}\left(t, y_{j}(t)\right)$ are
appropriately behaved functions such that the solution of model (1.1) remain bounded.

Assume that
$\left(H_{1}\right) a_{i}(t, x), b_{i}(t, x), c_{j}(t, y), d_{j}(t, y): \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous $\omega$-periodic functions with $\omega>0$ with respect to the first variable for $\forall t, x, y \in \mathbb{R}, i=$ $1, \ldots, k, j=1, \ldots, m, \tau_{i j}(t)>0, \sigma_{j i}(t)>0, p_{i j}(t), q_{j i}(t), I_{i}(t), J_{j}(t): \mathbb{R} \times \mathbb{R} \rightarrow$ $\mathbb{R}$ are continuous $\omega$-periodic functions for $t \in \mathbb{R}, i=1, \ldots, k, j=1, \ldots, m$; $\left(H_{2}\right)$ there exist positive continuous $\omega$-periodic functions $\gamma_{i}, \gamma_{j}^{*}, \Gamma_{i}, \Gamma_{j}^{*}$ such that for $\forall t, x, y \in \mathbb{R}, i=1, \ldots, k, j=1, \ldots, m$,

$$
\begin{gathered}
0<\gamma_{i}(t) \leq \frac{a_{i}(t, x) b_{i}(t, x)-a_{i}(t, y) b_{i}(t, y)}{x-y}<\Gamma_{i}(t) \\
0<\gamma_{j}^{*}(t) \leq \frac{c_{j}(t, x) d_{j}(t, x)-c_{j}(t, y) d_{j}(t, y)}{x-y}<\Gamma_{j}^{*}(t)
\end{gathered}
$$

$\left(H_{3}\right)$ there exist positive constants $\overline{a_{i}}, \overline{c_{j}}$ such that for $\forall t, x, y \in \mathbb{R}, i=1, \ldots, k$, $j=1, \ldots, m$,

$$
0 \leq a_{i}(t, x) \leq \overline{a_{i}}, 0 \leq c_{j}(t, y)<\overline{c_{j}} .
$$

Using the same semi-discrete method as that in [7], we can obtain the discrete analogue of continuous two-dimensional Cohen-Grossberg BAM neural networks (1.1) as follows:

$$
\left\{\begin{align*}
& x_{i}(n+1)  \tag{1.2}\\
= & x_{i}(n) e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} h}+\xi_{i}(h)\left\{\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} x_{i}(n)\right. \\
& \left.-a_{i}\left(n, x_{i}(n)\right)\left[b_{i}\left(n, x_{i}(n)\right)-\sum_{j=1}^{m} p_{i j}(n) f_{j}\left(y_{j}\left(n-\tau_{i j}(n)\right)\right)+I_{i}(n)\right]\right\} \\
& y_{j}(n+1) \\
= & y_{j}(n) e^{-\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2} h}+\eta_{j}(h)\left\{\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2} y_{j}(n)\right. \\
& \left.-c_{j}\left(n, y_{j}(n)\right)\left[d_{j}\left(n, y_{j}(n)\right)-\sum_{i=1}^{k} q_{j i}(n) g_{i}\left(x_{i}\left(n-\sigma_{j i}(n)\right)\right)+J_{j}(n)\right]\right\}
\end{align*}\right.
$$

where $\xi_{i}(h)=\frac{1-e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2}}}{\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2}}=h+O\left(h^{2}\right), i=1, \ldots, k, k \in \mathbb{Z}_{0}^{+} ; \eta_{j}(h)=$ $\frac{1-e^{-\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2}} h}{\frac{\Gamma_{j}^{\delta_{j}^{(n)+\gamma_{j}^{*}(n)}}}{2}}=h+O\left(h^{2}\right), j=1, \ldots, m, m \in \mathbb{Z}_{0}^{+}, \mathbb{Z}_{0}^{+}$will be defined below.

Since the existence and global exponential stability of periodic solution of system (1.2) have been not investigated, so in this paper, our propose is to obtain sufficient condition to guarantee the existence and global exponential stability of periodic solution for system (1.2). The paper is organized as follows. In Section 2, the existence of periodic solution for discrete Cohen-Grossberg BAM system (1.2) is studied by using continuation theorem of coincidence
degree theory. In Section 3, the global exponential stability of periodic solution is established by constructing a Lyapunov functional. In Section 4, an example is given to show the effectiveness of the results in this paper.

Compared with the results obtained in [7], [43], [44], in our result on the existence of periodic solution, the boundedness conditions on the activation functions in [7], [43] and [44] are replaced with global Lipschitz conditions. Compared with the result obtained in [4], in our result on the existence and global exponential stability of periodic solution, the assumptions that the value of activation functions at zero is zero are removed. Therefore, we obtain new sufficient conditions on the existence and global exponential stability of periodic solution for discrete-time neural networks.

Let $\mathbb{Z}$ be the set of all integers, i.e., $\mathbb{Z}=\{\ldots,-2,-1,0,1,2, \ldots\} ; \mathbb{Z}_{0}^{+}=$ $\{0,1,2, \ldots\} ;[a, b]_{\mathbb{Z}}=\{a, a+1, \ldots, b-1, b\}$ where $a, b \in \mathbb{Z}, a \leq b$. Especially, $[a, \infty)_{\mathbb{Z}} \stackrel{\text { def }}{=}\{a, a+1, a+2, \ldots\},(-\infty, 0]_{\mathbb{Z}} \stackrel{\text { def }}{=}\{\ldots,-2,-1,0\}$, where $a \in \mathbb{Z}$. It is not difficult to verify that $\xi_{i}(h)>0, \eta_{j}(h)>0$. In studying the discrete-time analogue (2), we assume that $h \in(0,+\infty), a_{i}(n, x), c_{j}(n, y)$ : $\mathbb{Z} \times \mathbb{R} \rightarrow[0,+\infty], \tau_{i j}(n), \sigma_{j i}(n): \mathbb{Z} \rightarrow \mathbb{Z}_{0}^{+}, b_{i}(n, x), d_{j}(n, y): \mathbb{Z} \times \mathbb{R} \rightarrow \mathbb{R}$, $p_{i j}(n), q_{j i}(n), I_{i}(n), J_{j}(n): \mathbb{Z} \rightarrow \mathbb{R}$ for $i=1,2, \ldots, k, j=1, \ldots, m$.

System (1.2) is supplemented with initial values of the form given by $x_{i}(l)=$ $\phi_{i}(l), y_{j}(l)=\psi_{j}(l)$ for $i=1,2, \ldots, k, j=1, \ldots, m, l \in(-\infty, 0]_{\mathbb{Z}}$, where $(-\infty, 0]_{\mathbb{Z}}=\{\ldots,-2,-1,0\}, \phi_{i}(l)$ and $\psi_{j}(l)$ defined for $l \in(-\infty, 0]_{\mathbb{Z}}$ denote sequences of real numbers and $\sup _{l \in(-\infty, 0]_{\mathbb{Z}}}\left|\phi_{i}(l)\right|<\infty, \sup _{l \in(-\infty, 0]_{\mathbb{Z}}}\left|\psi_{j}(l)\right|<\infty$, $i=1, \ldots, k, j=1, \ldots, m$.

## 2. Existence of at least a periodic solution

In this paper, based on the Mawhin continuation theorem, we will study the existence of periodic solution of the system (1.2). For convenience, we first introduce the Mawhin continuity theorem proposed by Gaines and Mawhin [12].

Let $X, Y$ be Banach spaces, $L:$ Dom $L \subset X \rightarrow Y$ be a linear mapping and $N: X \rightarrow Y$ be a continuous mapping. The mapping $L$ will be called a Fredholm mapping of index zero if $\operatorname{dim} \operatorname{Ker} L=$ codim $\operatorname{Im} L<\infty$ and $\operatorname{Im} L$ is closed in $Y$. If $L$ is a Fredholm mapping of index zero, then there exist continuous projectors $P: X \rightarrow X$ and $Q: Y \rightarrow Y$ such that $\operatorname{Im} P=\operatorname{Ker} L$ and $\operatorname{Im} L=\operatorname{Ker} Q=\operatorname{Im}(I-Q)$. It follows that $L / \operatorname{Dom} L \cap \operatorname{Ker} P:(I-P) X \rightarrow \operatorname{Im} L$ is invertible. We denote the inverse of the map $L / \operatorname{Dom} L \cap \operatorname{Ker} P$ by $K_{p}$. If $\Omega$ is an open bounded subset of $X$, the mapping $N$ will be called $L$-compact on $\bar{\Omega}$ if $(Q N)(\bar{\Omega})$ is bounded and $K_{p}(I-Q) N: \bar{\Omega} \rightarrow X$ is compact. Since $\operatorname{Im} Q$ is isomorphic to Ker $L$, there exists an isomorphism $J: \operatorname{Im} Q \rightarrow \operatorname{Ker} L$.

In the proof of our existence theorem, we will use the continuation theorem of Gaines and Mawhin ([12]).
Lemma 2.1 (Continuation Theorem). Let L be a Fredholm mapping of index zero and let $N$ be L-compact on $\bar{\Omega}$. Suppose
(i) $L x \neq \lambda N(x), \forall \lambda \in(0,1), x \in \partial \Omega$;
(ii) $Q N x \neq 0, \forall x \in \operatorname{Ker} L \cap \partial \Omega$;
(iii) $\operatorname{deg}(J Q N x, \Omega \cap \operatorname{Ker} L, 0) \neq 0$.

Then $L x=N x$ has at least one solution in $\operatorname{Dom} L \cap \bar{\Omega}$.
Let $|\cdot|$ denotes the norm in $\mathbb{R}$, for the sake of convenience, we introduce some notations.

$$
\begin{aligned}
& I_{\omega}=\{0,1, \ldots, \omega-1\}, b_{i}^{*}=\max _{n \in I_{\omega}}\left|b_{i}(n, 0)\right|, d_{j}^{*}=\max _{n \in I_{\omega}}\left|d_{j}(n, 0)\right|, \\
& \left.\underline{f}=\min _{n \in I_{\omega}}\{|f(n)|\}, \bar{f}=\max _{n \in I_{\omega}}|f(n)|\right\}
\end{aligned}
$$

where $f(n)$ is a real number sequence. Throughout this paper, for system (1.2), in addition to $\left(H_{2}\right)$ and $\left(H_{3}\right)$, we further suppose that
$\left(H_{4}\right)$ There exist nonnegative constants $\alpha_{j}, \beta_{i}(i=1, \ldots, k, j=1,2, \ldots, m)$ such that for $\forall x, y \in \mathbb{R}$

$$
\begin{aligned}
\left|f_{j}(x)-f_{j}(y)\right| & \leq \alpha_{j}|x-y| \\
\left|g_{i}(x)-g_{i}(y)\right| & \leq \beta_{i}|x-y|
\end{aligned}
$$

$\left(H_{5}\right)$ There exist positive constants $M_{j}, N_{i}(i=1, \ldots, k, j=1, \ldots, m)$ such that

$$
\left|f_{j}(x)\right| \leq M_{j}, \quad\left|g_{i}(x)\right| \leq N_{i}
$$

$\left(H_{6}\right) a_{i}\left(n, x_{i}\right), c_{j}\left(n, y_{j}\right), b_{i}\left(n, x_{i}\right), d_{j}\left(n, y_{j}\right)$ are continuous $\omega$-periodic functions with respect to the first variable, $p_{i j}, q_{j i}, I_{i}, J_{i}$ are all $\omega$-periodic functions, where $i=1, \ldots, k, j=1,2, \ldots, m, \omega$ is a positive integer.
$\left(H_{7}\right)$ There exist positive continuous $\omega$-periodic functions $L_{i}^{a}(t), L_{j}^{c}(t)$ such that for $\forall x, y, t \in \mathbb{R}, i=1, \ldots, k, j=1, \ldots, m$,

$$
\begin{aligned}
& \left|a_{i}(t, x)-a_{i}(t, y)\right| \leq L_{i}^{a}(t)|x-y| \\
& \left|c_{j}(t, x)-c_{j}(t, y)\right| \leq L_{j}^{c}(t)|x-y|
\end{aligned}
$$

Denote $z(n)=\left(z_{1}(n), \ldots, z_{m+k}(n)\right)^{T}=\left(x_{1}(n), \ldots, x_{k}(n), y_{1}(n), \ldots, y_{m}(n)\right)^{T}$. Let $g_{m}=\left\{z=\{z(n)\}: z(n) \in \mathbb{R}^{m+k}, n \in \mathbb{Z}\right\}$, and $g^{\omega} \subset g_{m}$ be the subspace of all $\omega$ periodic sequence equipped with the norm $\|\cdot\|$, i.e., $\|z\|=$ $\sum_{i=1}^{k}\left(\max _{n \in I_{\omega}}\left|x_{i}(n)\right|\right)+\sum_{j=1}^{m}\left(\max _{n \in I_{\omega}}\left|y_{j}(n)\right|\right)$ for any $z(n) \in g^{\omega}$. It is easy to show that $g^{\omega}$ is a finite dimensional Banach space. Let $g_{0}^{\omega}=\{z=\{z(n)\} \in$ $\left.g^{\omega}: \sum_{n=0}^{\omega-1} z(n)=0\right\}, g_{c}^{\omega}=\left\{z=\{z(n)\} \in g^{\omega}: z(n)=c \in \mathbb{R}^{m+k}, n \in \mathbb{Z}\right\}$, then it is easy to check that $g_{0}^{\omega}$ and $g_{c}^{\omega}$ are both chosen linear subspace of $g^{\omega}$ and $g^{\omega}=g^{\omega} \oplus g_{c}^{\omega}, \operatorname{dim} g_{c}^{\omega}=m+k$.

Our main result on the existence of at least a periodic solutions for the system (1.2) is stated in the following theorem.

Theorem 2.1. Assume that $\left(H_{2}\right)-\left(H_{4}\right)$ and $\left(H_{6}\right)$ hold. Further assume that $\left(h_{1}\right)$ For $i=1,2, k, j=1, \ldots, m$,

$$
\underline{\gamma_{i}}>\overline{a_{i}} \sum_{j=1}^{m} \overline{p_{i j}} \alpha_{j}
$$

and

$$
\underline{\gamma_{j}^{*}}>\overline{c_{j}} \sum_{i=1}^{k} \overline{q_{j i}} \beta_{i} .
$$

Then the system (1.2) has at least one $\omega$-periodic solution.
Proof. In order to apply Lemma 2.1 to the system (1.2). Let $X=Y=g^{\omega}$ and define

$$
N z(n)=\left[\begin{array}{c}
F_{1}(n) \\
\ldots \ldots \ldots \\
F_{k}(n) \\
\ldots \ldots \ldots \ldots \\
G_{1}(n) \\
\ldots \ldots \ldots \ldots \\
G_{m}(n)
\end{array}\right]
$$

for $z \in X, n \in \mathbb{Z}$, where

$$
\begin{aligned}
& F_{1}(n)=\left(e^{-\frac{\Gamma_{1}(n)+\gamma_{1}(n)}{2} h}-1\right) x_{1}(n)+\xi_{1}(h)\left\{\frac{\Gamma_{1}(n)+\gamma_{1}(n)}{2} x_{1}(n)-a_{1}\left(n, x_{1}(n)\right)\right. \\
&\left.\times\left[b_{1}\left(n, x_{1}(n)\right)-\sum_{j=1}^{m} p_{1 j}(n) f_{j}\left(y_{j}\left(n-\tau_{1 j}(n)\right)\right)+I_{1}(n)\right]\right\}, \\
& \ldots \ldots \ldots \ldots \\
& F_{k}(n)=\left(e^{-\frac{\Gamma_{k}(n)+\gamma_{k}(n)}{2} h}-1\right) x_{k}(n)+\xi_{k}(h)\left\{\frac{\Gamma_{k}(n)+\gamma_{k}(n)}{2} x_{k}(n)-a_{k}\left(n, x_{k}(n)\right)\right. \\
&\left.\times\left[b_{k}\left(n, x_{k}(n)\right)-\sum_{j=1}^{m} p_{k j}(n) f_{j}\left(y_{j}\left(n-\tau_{k j}(n)\right)\right)+I_{k}(n)\right]\right\}, \\
& \ldots \ldots \ldots \ldots \\
& G_{1}(n)=\left(e^{-\frac{\Gamma_{1}^{*}(n)+\gamma_{1}^{*}(n)}{2} h}-1\right) y_{1}(n)+\eta_{1}(h)\left\{\frac{\Gamma_{1}^{*}(n)+\gamma_{1}^{*}(n)}{2} y_{1}(n)\right. \\
&\left.-c_{1}\left(n, y_{1}(n)\right)\left[d_{1}\left(n, y_{1}(n)\right)-\sum_{i=1}^{m} q_{i 1}(n) g_{i}\left(x_{i}\left(n-\sigma_{1 i}(n)\right)\right)+J_{1}(n)\right]\right\}, \\
& G_{m}(n)=\left(e^{-\frac{\Gamma_{m}^{*}(n)+\gamma_{m}^{*}(n)}{2} h}-1\right) y_{m}(n)+\eta_{m}(h)\left\{\frac{\Gamma_{m}^{*}(n)+\gamma_{m}^{*}(n)}{2} y_{m}(n)-c_{m}\left(n, y_{m}(n)\right)\right. \\
&\left.\times\left[d_{m}\left(n, y_{m}(n)\right)-\sum_{i=1}^{m} q_{i m}(n) g_{i}\left(x_{i}\left(n-\sigma_{m i}(n)\right)\right)+J_{m}(n)\right]\right\} .
\end{aligned}
$$

Let $L z(n)=z(n+1)-z(n), P z=Q z=\frac{1}{\omega} \sum_{s=0}^{\omega-1} z(s), z \in X($ or $Y), n, s \in \mathbb{Z}$. It is easy to see that $L$ is a bounded linear operator. $\operatorname{Ker} L=g_{c}^{\omega}, \operatorname{Im} L=g_{0}^{\omega}$ is closed in $Y$, and $\operatorname{dim} \operatorname{Ker} L=m+k=\operatorname{codimIm} L$. Clearly, $P$ and $Q$ are continuous projectors such that $\operatorname{Im} P=\operatorname{Ker} L, \operatorname{lm} L=\operatorname{Ker} Q=\operatorname{Im}(I-Q)$. Thus, there exists $K_{p}: \operatorname{Im} L \rightarrow \operatorname{Ker} P \cap \operatorname{Dom} L$, which is the converse projectors of $L$, and $K_{p}(n)=\sum_{r=0}^{n-1} z(r)-\frac{1}{\bar{\omega}} \sum_{r=1}^{\omega} \sum_{s=0}^{r-1} z(s), n \in[0, \omega-1]$.

Employing Lebesgue's convergence theorem, we can easily prove that $Q N$ and $K_{p}(I-Q) N$ are continuous. By Ascoli-Arzela's theorem, we can obtain that $Q N(\bar{\Omega})$ and $K_{p}(I-Q) N$ are relatively compact for any open bounded set $\Omega \in X$. Hence, $N$ is $L$-compact on $\bar{\Omega}$.

Corresponding to operator equation $L z=\lambda N z, \lambda \in(0,1)$, we have for $i=1,2, \ldots, k, j=1 \ldots, m$,

$$
\left\{\begin{array}{l}
x_{i}(n+1)-x_{i}(n)=\lambda F_{i}(n)  \tag{2.1}\\
y_{i}(n+1)-y_{i}(n)=\lambda G_{j}(n)
\end{array}\right.
$$

Suppose that $z(n)=\left(x_{1}(n), \ldots, x_{k}(n), y_{1}(n), \ldots, y_{m}(n)\right)^{T} \in X$ is a solution of $\operatorname{system}(2.1)$ for a certain $\lambda \in(0,1)$. Condition $\left(H_{4}\right)$ implies that for $\forall x, y \in \mathbb{R}$, $i=1,2, \ldots, k, j=1,2, \ldots, m$,

$$
\begin{equation*}
\left|f_{j}(x)\right| \leq\left|f_{j}(0)\right|+\alpha_{j}|x| \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|g_{i}(y)\right| \leq\left|g_{i}(0)\right|+\beta_{i}|y| . \tag{2.3}
\end{equation*}
$$

In view of system (2.1), inequalities (2.2) and (2.3) we have

$$
\begin{align*}
& \max _{n \in I_{\omega}}\left|x_{i}(n)\right|  \tag{2.4}\\
= & \max _{n \in I_{\omega}}\left|x_{i}(n+1)\right| \\
\leq & \max _{n \in I_{\omega}}\left\{\left(1+\lambda\left(e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} h}-1\right)\right)\left|x_{i}(n)\right|+\lambda \xi_{i}(h)\left[\left\lvert\, \frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} x_{i}(n)\right.\right.\right. \\
& \left.\left.-a_{i}\left(n, x_{i}(n)\right)\left(b_{i}\left(n, x_{i}(n)\right)-\sum_{j=1}^{m} p_{i j}(n) f_{j}\left(y_{j}\left(n-\tau_{i j}(n)\right)\right)+I_{i}(n)\right) \mid\right]\right\} \\
\leq & \left(1+\lambda\left(e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} h}-1\right) \frac{2 \underline{\gamma_{i}}}{\Gamma_{i}(n)+\gamma_{i}(n)}\right) \times \max _{n \in I_{\omega}}\left|x_{i}(n)\right| \\
& +\lambda \xi_{i}(h)\left\{\overline{a_{i}}\left[b_{i}^{*}+\sum_{j=1}^{m} \overline{p_{i j}}\left[\left|f_{j}(0)\right|+\alpha_{j} \max _{n \in I_{\omega}}\left|y_{j}(n)\right|\right]+\overline{I_{i}}\right]\right\}
\end{align*}
$$

and

$$
\begin{align*}
& \max _{n \in I_{\omega}}\left|y_{j}(n)\right|  \tag{2.5}\\
= & \max _{n \in I_{\omega}}\left|y_{j}(n+1)\right| \\
\leq & \max _{n \in I_{\omega}}\left\{\left(1+\lambda\left(e^{-\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2} h}-1\right)\right)\left|y_{j}(n)\right|\right. \\
& +\lambda \eta_{j}(h)\left[\left\lvert\, \frac{\Gamma_{j}(n)+\gamma_{j}(n)}{2} y_{j}(n)-c_{j}\left(n, y_{j}(n)\right)\left(d_{j}\left(n, y_{j}(n)\right)-\sum_{i=1}^{k} q_{j i}(n)\right.\right.\right. \\
& \left.\left.\left.\times g_{i}\left(x_{i}\left(n-\sigma_{j i}(n)\right)\right)+J_{j}(n)\right) \mid\right]\right\}
\end{align*}
$$

$$
\begin{aligned}
\leq & \left(1+\lambda\left(e^{-\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2}} h-1\right) \frac{2 \gamma_{j}^{*}(n)}{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}\right) \max _{n \in I_{\omega}}\left|y_{j}(n)\right| \\
& +\lambda \eta_{j}(h)\left\{\overline{c_{j}}\left[d_{j}^{*}+\sum_{i=1}^{k} \overline{q_{j i}}\left[\left|g_{i}(0)\right|+\beta_{i} \max _{n \in I_{\omega}}\left|x_{i}(n)\right|\right]+\overline{J_{j}}\right]\right\} .
\end{aligned}
$$

Setting

$$
\left.\left.\left.\left.\max _{1 \leq j \leq m}\left\{\max _{n \in I_{\omega}}\left|y_{j}(n)\right|\right)\right\}=\max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right|\right), \max _{1 \leq i \leq k}\left\{\max _{n \in I_{\omega}}\left|x_{i}(n)\right|\right)\right\}=\max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right|\right),
$$

where $j_{0} \in\{1,2, \ldots, m\}, i_{0} \in\{1,2, \ldots, k\}$. Then from (2.4) and (2.5), we have

$$
\begin{aligned}
& \max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right| \\
\leq & \left(1+\lambda\left(e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} h}-1\right) \frac{2 \underline{\gamma_{i}}}{\Gamma_{i}(n)+\gamma_{i}(n)}\right) \max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right| \\
& +\lambda \xi_{i}(h)\left\{\overline{a_{i}}\left[b_{i}^{*}+\sum_{j=1}^{m} \overline{p_{i j}}\left[\left|f_{j}(0)\right|+\alpha_{j} \max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right|\right]+\overline{I_{i}}\right]\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& \max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right| \\
& \leq\left(1+\lambda\left(e^{-\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2}} h\right.\right. \\
&\left.-1) \frac{2 \gamma_{j}^{*}(n)}{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}\right) \max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right| \\
&+\lambda \eta_{j}(h)\left\{\overline{c_{j}}\left[d_{j}^{*}+\sum_{i=1}^{k} \overline{q_{j i}}\left[\left|g_{i}(0)\right|+\beta_{i} \max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right|\right]+\overline{J_{j}}\right]\right\} .
\end{aligned}
$$

That is

$$
\begin{align*}
& \left(1-e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} h}\right) \frac{2 \underline{\gamma_{i}}}{\Gamma_{i}(n)+\gamma_{i}(n)} \max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right|  \tag{2.6}\\
\leq & \frac{1-e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} h}}{\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2}}\left\{\overline{a_{i}}\left[b_{i}^{*}+\sum_{j=1}^{m} \overline{p_{i j}}\left[\left|f_{j}(0)\right|+\alpha_{j} \max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right|\right]+\overline{I_{i}}\right]\right\}
\end{align*}
$$

and

$$
\begin{align*}
& \left(1-e^{-\frac{\Gamma_{i}^{*}(n)+\gamma_{i}^{*}(n)}{2} h}\right) \frac{2 \underline{\gamma}_{i}^{*}}{\Gamma_{i}^{*}(n)+\gamma_{i}^{*}(n)} \max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right|  \tag{2.7}\\
\leq & \frac{1-e^{-\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2} h}}{\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2}}\left\{\overline{c_{j}}\left[d_{j}^{*}+\sum_{i=1}^{k} \overline{q_{j i}}\left[\left|g_{i}(0)\right|+\beta_{i} \max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right|\right]+\overline{J_{j}}\right]\right\} .
\end{align*}
$$

From (2.6) and (2.7), we obtain

$$
\begin{equation*}
\underline{\gamma}_{i} \max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right| \leq \overline{a_{i}}\left[b_{i}^{*}+\overline{I_{i}}+\sum_{j=1}^{m} \overline{p_{i j}}\left|f_{j}(0)\right|\right]+\overline{a_{i}} \sum_{j=1}^{m} \overline{p_{i j}} \alpha_{j} \max _{I \in I_{\omega}}\left|y_{j_{0}}(n)\right| \tag{2.8}
\end{equation*}
$$

and
(2.9) $\underline{\gamma}_{j}^{*} \max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right| \leq \overline{c_{j}}\left[d_{j}^{*}+\overline{J_{j}}+\sum_{i=1}^{k} \overline{q_{j i}}\left|g_{i}(0)\right|\right]+\overline{c_{j}} \sum_{i=1}^{k} \overline{q_{j i}} \beta_{i} \max _{I \in I_{\omega}}\left|x_{i_{0}}(n)\right|$.

We consider two possible cases:
(i) $\max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right| \leq \max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right|$;
(ii) $\max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right|>\max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right|$.
(i) When $\max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right| \leq \max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right|$, from (2.8), we have

$$
\begin{equation*}
\left(\underline{\gamma_{i}}-\overline{a_{i}} \sum_{j=1}^{m} \overline{p_{i j}} \alpha_{j}\right) \max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right| \leq \overline{a_{i}}\left(b_{i}^{*}+\overline{I_{i}}+\sum_{j=1}^{m} \overline{p_{i j}}\left|f_{j}(0)\right|\right) . \tag{2.10}
\end{equation*}
$$

Then

$$
\begin{align*}
\max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right| & \leq \max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right|  \tag{2.11}\\
& \leq \max _{1 \leq i \leq k}\left\{\frac{\overline{a_{i}}\left(b_{i}^{*}+\overline{I_{i}}+\sum_{j=1}^{m} \overline{p_{i j}}\left|f_{j}(0)\right|\right)}{\underline{\gamma_{i}}-\overline{a_{i}} \sum_{j=1}^{m} \overline{p_{i j}} \alpha_{j}}\right\} \stackrel{\text { def }}{=} d_{1} .
\end{align*}
$$

(ii) When $\max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right|>\max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right|$, from (2.9), we have

$$
\left(\underline{\gamma_{i}^{*}}-\overline{c_{j}} \sum_{i=1}^{k} \overline{q_{j i}} \beta_{i}\right) \max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right| \leq \overline{c_{j}}\left(d_{j}^{*}+\overline{J_{j}}+\sum_{i=1}^{k} \overline{q_{j i}}\left|g_{i}(0)\right|\right) .
$$

Then

$$
\begin{align*}
\max _{n \in I_{\omega}}\left|x_{i_{0}}(n)\right| & <\max _{n \in I_{\omega}}\left|y_{j_{0}}(n)\right|  \tag{2.12}\\
& \leq \max _{1 \leq j \leq m}\left\{\frac{\overline{c_{j}}\left(d_{j}^{*}+\overline{J_{j}}+\sum_{i=1}^{k} \overline{q_{j i}}\left|g_{i}(0)\right|\right)}{\underline{\gamma_{j}^{*}}-\overline{c_{j}} \sum_{i=1}^{k} \overline{q_{j i}} \beta_{i}}\right\} \stackrel{\text { def }}{=} d_{2}
\end{align*}
$$

From (2.11) and (2.12), we have for $n \in I_{\omega}, i=1,2, \ldots, k, j=1, \ldots, m$,

$$
\begin{equation*}
\left|x_{i}(n)\right|<\max \left\{d_{1}, d_{2}\right\} \stackrel{\text { def }}{=} d \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|y_{j}(n)\right|<\max \left\{d_{1}, d_{2}\right\} \stackrel{\text { def }}{=} d \tag{2.14}
\end{equation*}
$$

Obviously, $d_{1}, d_{2}, d$ are independent of $\lambda$. Taking $\Omega=\{z \in X:\|z\|<k(d+$ $\left.\left.r_{1}\right)+m\left(d+r_{2}\right)\right\}$, where $r_{1}, r_{2}$ are two chosen positive constants such that the bound of $\Omega$ is larger. This $\Omega$ satisfies condition (i) in Lemma 2.1. Now, we
prove that when $z \in \partial \Omega \cap \operatorname{Ker} L=\partial \Omega \cap \mathbb{R}^{m+k}, Q N z \neq 0$. If this is not true, then constant vector $z$ with $z \in \partial \Omega \cap \mathbb{R}^{m+k}$ such that for $i=1,2, \ldots, k, j=1, \ldots, m$

$$
\begin{align*}
& \frac{1}{\omega} \sum_{s=0}^{\omega-1}\left\{\left(e^{-\frac{\Gamma_{i}(s)+\gamma_{i}(s)}{2} h}-1\right) x_{i}+\xi_{i}(h)\left\{\frac{\Gamma_{i}(s)+\gamma_{i}(s)}{2} x_{i}\right.\right.  \tag{2.15}\\
& \left.-a_{i}\left(s, x_{i}\right)\left[b_{i}\left(s, x_{i}\right)-\sum_{j=1}^{m} p_{i j}(s) f_{j}\left(y_{j}\right)+I_{i}(s)\right]\right\}=0,
\end{align*}
$$

$$
\begin{align*}
& \frac{1}{\omega} \sum_{s=0}^{\omega-1}\left\{\left(e^{-\frac{\Gamma_{j}^{*}(s)+\gamma_{j}^{*}(s)}{2} h}-1\right) y_{j}+\eta_{j}(h)\left\{\frac{\Gamma_{j}^{*}(s)+\gamma_{j}^{*}(s)}{2} y_{j}\right.\right.  \tag{2.16}\\
& \left.-c_{j}\left(s, y_{j}\right)\left[d_{j}\left(s, y_{j}\right)-\sum_{i=1}^{k} q_{j i}(s) g_{i}\left(x_{i}\right)+J_{j}(s)\right]\right\}=0
\end{align*}
$$

From (2.15) and (2.16). following the argument of (2.13) and (2.14) gives that for $i=1,2, \ldots, k, j=1, \ldots, m$

$$
\left|x_{i}\right|<d,\left|y_{j}\right|<d
$$

That is

$$
\|z\|<k\left(d+r_{1}\right)+m\left(d+r_{2}\right) .
$$

This contradicts $z \in \partial \Omega$. This proof of (ii) in Lemma 2.1 is complete. Finally, we prove that (iii) in Lemma 2.1 holds. We only need to prove that $\operatorname{deg}\left\{-J Q N z, \Omega \cap \operatorname{Ker} L,(0,0, \ldots, 0)^{T}\right\} \neq(0,0, \ldots, 0)^{T}$. Now we show that

$$
\begin{aligned}
& \operatorname{deg}\left\{-J Q N z, \Omega \cap \operatorname{Ker} L,(0,0, \ldots, 0)^{T}\right\} \\
= & \operatorname{deg}\left\{\left(p_{1} x_{1}, \ldots, q_{m} y_{m}\right)^{T}, \Omega \cap \operatorname{Ker} L,(0,0, \ldots, 0)^{T}\right\},
\end{aligned}
$$

where

$$
\begin{gathered}
p_{i}=\frac{1}{\omega} \sum_{s=0}^{\omega-1}\left(1-e^{-\frac{\Gamma_{i}(s)+\gamma_{i}(s)}{2} h}\right), q_{j}=\frac{1}{\omega} \sum_{s=0}^{\omega-1}\left(1-e^{-\frac{\Gamma_{j}^{*}(s)+\gamma_{j}^{*}(s)}{2} h}\right), \\
i=1, \ldots, k, j=1, \ldots, m .
\end{gathered}
$$

To this end, we define a mapping $\phi: \operatorname{Dom} L \times[0,1] \rightarrow X$ by

$$
\phi\left(x_{1}, x_{2}, \ldots, x_{k} ; y_{1}, \ldots, y_{m}, \mu\right)
$$

$$
=\left(\begin{array}{c}
-\frac{\mu}{\omega} \sum_{s=0}^{\omega-1} F_{1}(s)+(1-\mu) p_{1} x_{1} \\
\cdots \cdots \cdots \cdots \\
-\frac{\mu}{\omega} \sum_{s=0}^{\omega-1} F_{i}(s)+(1-\mu) p_{i} x_{i} \\
\cdots \cdots \cdots \\
-\frac{\mu}{\omega} \sum_{s=0}^{\omega-1} G_{1}(s)+(1-\mu) q_{1} y_{1} \\
\cdots \cdots \cdots \\
-\frac{\mu}{\omega} \sum_{s=0}^{\omega-1} G_{j}(s)+(1-\mu) q_{i}(s) y_{i} \\
\cdots \cdots \cdots
\end{array}\right)
$$

where $\mu \in[0,1]$ is a parameter. We show that when $z \in \partial \Omega \cap \operatorname{Ker} L=\partial \Omega \cap$ $\mathbb{R}^{m+k}, \phi\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{m}, \mu\right) \neq(0, \ldots, 0)^{T}$. If it is not true, then when $z \in \partial \Omega \cap \operatorname{Ker} L=\partial \Omega \cap \mathbb{R}^{m+k}, \phi\left(x_{1}, x_{2}, \ldots, x_{k} ; y_{1}, \ldots, y_{m}, \mu\right)=(0,0, \ldots, 0)^{T}$. Thus constant vector $z$ with $z \in \partial \Omega$ satisfies for $i=1,2, \ldots, k, j=1, \ldots, m$,

$$
\begin{align*}
& \frac{\mu}{\omega} \sum_{s=0}^{\omega-1}\left\{\left(1-e^{-\frac{\Gamma_{i}(s)+\gamma_{i}(s)}{2} h}\right) x_{i}-\xi_{i}(h)\left\{\frac{\Gamma_{i}(s)+\gamma_{i}(s)}{2} x_{i}\right.\right.  \tag{2.17}\\
& \left.-a_{i}\left(s, x_{i}\right)\left[b_{i}\left(s, x_{i}\right)-\sum_{j=1}^{m} p_{i j}(s) f_{j}\left(y_{j}\right)+I_{i}(s)\right]\right\}+(1-\mu) p_{i} x_{i}=0 \\
& \frac{\mu}{\omega} \sum_{s=0}^{\omega-1}\left\{\left(1-e^{-\frac{\Gamma_{j}^{*}(s)+\gamma_{j}^{*}(s)}{2} h}\right) y_{j}-\eta_{j}(h)\left\{\frac{\Gamma_{j}^{*}(s)+\gamma_{j}^{*}(s)}{2} y_{j}\right.\right.  \tag{2.18}\\
& \left.-c_{j}\left(s, y_{j}\right)\left[d_{j}\left(s, y_{j}\right)-\sum_{i=1}^{k} q_{j i}(s) g_{i}\left(x_{i}\right)+J_{j}(s)\right]\right\}+(1-\mu) q_{j} y_{j}=0
\end{align*}
$$

Denote $\left|x_{i_{0}}\right|=\max _{1 \leq i \leq k}\left|x_{i}\right|,\left|y_{j_{0}}\right|=\max _{1 \leq j \leq m}\left|y_{j}\right|, i_{0} \in\{1, \ldots, k\}, j_{0}=$ $\{1, \ldots, m\}$. We make the following Claims.
Claim 1. $\left|x_{i_{0}}\right|<d+r_{1}$. Otherwise, $\left|x_{i_{0}}\right| \geq d+r_{1}$. We consider two possible cases:
(a) $\left|y_{j_{0}}\right| \leq\left|x_{i_{0}}\right|$;
(b) $\left|y_{j_{0}}\right|>\left|x_{i_{0}}\right|$.
(a) When $\left|y_{i_{0}}\right| \leq\left|x_{i_{0}}\right|$, we have

$$
\begin{aligned}
& \frac{\mu}{\omega} \sum_{s=0}^{\omega-1}\left\{\left(1-e^{-\frac{\Gamma_{i}(s)+\gamma_{i}(s)}{2} h}\right) x_{i_{0}}-\xi_{i}(h)\left\{\frac{\Gamma_{i}(s)+\gamma_{i}(s)}{2} x_{i_{0}}\right.\right. \\
& \left.-a_{i}\left(s, x_{i_{0}}\right)\left[b_{i}\left(s, x_{i_{0}}\right)-\sum_{j=1}^{m} p_{i j} f_{j}\left(y_{j}\right)+I_{i}(n)\right]\right\}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1-\mu}{\omega} \sum_{s=0}^{\omega-1}\left(1-e^{-\frac{\Gamma_{i}(s)+\gamma_{i}(s)}{2} h}\right) x_{i_{0}} \\
\geq & \frac{1}{\omega} \sum_{s=0}^{\omega-1}\left\{\left(1-e^{-\frac{\Gamma_{i}(s)+\gamma_{i}(s)}{2}}\right)\left|x_{i_{0}}\right|-\xi_{i}(h)\left[\frac{\Gamma_{i}(s)-\gamma_{i}(s)}{2}\left|x_{i_{0}}\right|\right.\right. \\
& \left.\left.-\overline{a_{i}}\left(\overline{b_{i}}+\sum_{j=1}^{m} \overline{p_{i j}}\left(\alpha_{j}\left|y_{j_{0}}\right|+\left|f_{j}(0)\right|\right)+\overline{I_{i}}\right)\right]\right\} \\
\geq & \frac{1}{\omega} \sum_{s=0}^{\omega-1}\left\{\gamma_{i}(s) \xi_{i}(h)\left|x_{i_{0}}\right|-\xi_{i}(h) \overline{a_{i}}\left[\overline{b_{i}}+\sum_{j=1}^{m} \overline{p_{i j}}\left(\alpha_{j}\left|x_{i_{0}}\right|+\left|f_{j}(0)\right|\right)+\overline{I_{i}}\right]\right\} \\
\geq & \frac{1}{\omega} \sum_{s=0}^{\omega-1}\left\{\underline{\gamma_{i}} \xi_{i}(h)\left|x_{i_{0}}\right|-\xi_{i}(h) \overline{a_{i}}\left[\overline{b_{i}}+\sum_{j=1}^{m} \overline{p_{i j}}\left(\alpha_{j}\left|x_{i_{0}}\right|+\left|f_{j}(0)\right|\right)+\overline{I_{i}}\right]\right\} \\
\geq & \frac{1}{\omega} \sum_{s=0}^{\omega-1} \xi_{i}(h) r_{1}\left(\underline{\gamma_{i}}-\overline{a_{i}} \sum_{j=1}^{m} \overline{p_{i j}} \alpha_{j}\right) \\
> & 0 .
\end{aligned}
$$

This contradicts (2.17).
(b) When $\left|y_{i_{0}}\right|>\left|x_{i_{0}}\right|$, we have

$$
\begin{aligned}
& \frac{\mu}{\omega} \sum_{s=0}^{\omega-1}\left\{\left(1-e^{-\frac{\Gamma_{j}^{*}(s)+\gamma_{j}^{*}(s)}{2} h}\right) y_{j_{0}}-\eta_{j}(h)\left\{\frac{\Gamma_{j}^{*}(s)+\gamma_{j}^{*}(s)}{2} y_{j_{0}}\right.\right. \\
& \left.-c_{j}\left(s, y_{j_{0}}\right)\left[d_{j}\left(s, y_{j_{0}}\right)-\sum_{i=1}^{k} q_{j i} g_{i}\left(x_{i}\right)+J_{j}(s)\right]\right\} \\
& +\frac{1-\mu}{\omega} \sum_{s=0}^{\omega-1}\left(1-e^{-\frac{\Gamma_{j}^{*}(s)+\gamma_{j}^{*}(s)}{2} h}\right) y_{j_{0}} \\
\geq & \frac{1}{\omega} \sum_{s=0}^{\omega-1}\left\{\left(1-e^{-\frac{\Gamma_{j}^{*}(s)+\gamma_{j}^{*}(s)}{2}}\right)\left|y_{j_{0}}\right|\right. \\
& \left.-\eta_{j}(h)\left[\frac{\Gamma_{j}^{*}(s)-\gamma_{j}^{*}(s)}{2}\left|y_{j_{0}}\right|-\overline{c_{j}}\left(\overline{d_{j}}+\sum_{i=1}^{k} \overline{q_{j i}}\left(\beta_{i}\left|x_{i_{0}}\right|+\left|g_{i}(0)\right|\right)+\overline{J_{j}}\right)\right]\right\} \\
\geq & \frac{1}{\omega} \sum_{s=0}^{\omega-1}\left\{\gamma_{j}^{*}(s) \eta_{j}(h)\left|y_{j_{0}}\right|-\eta_{j}(h) \overline{c_{j}}\left[\overline{d_{j}}+\sum_{i=1}^{k} \overline{q_{j i}}\left(\beta_{i}\left|x_{i_{0}}\right|+\left|g_{i}(0)\right|\right)+\overline{J_{j}}\right]\right\} \\
\geq & \frac{1}{\omega} \sum_{s=0}^{\omega-1}\left\{\underline{\left.\gamma_{j}^{*} \eta_{j}(h)\left|y_{j_{0}}\right|-\eta_{j}(h) \overline{c_{j}}\left[\overline{d_{j}}+\sum_{i=1}^{k} \overline{q_{j i}}\left(\beta_{i}\left|y_{j_{0}}\right|+\left|g_{i}(0)\right|\right)+\overline{J_{j}}\right]\right\}}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \geq \frac{1}{\omega} \sum_{s=0}^{\omega-1} \eta_{j}(h) r_{2}\left(\underline{\gamma_{j}^{*}}-\overline{c_{j}} \sum_{i=1}^{k} \overline{q_{j i}} \beta_{i}\right) \\
& >0
\end{aligned}
$$

This contradicts (2.18).
Claim 2. $\left|y_{j_{0}}\right|<d+r_{2}$. Otherwise, $\left|y_{j_{0}}\right| \geq d+r_{2}$. We consider two possible cases: (a) $\left|x_{i_{0}}\right| \leq\left|y_{j_{0}}\right|$; (b) $\left|x_{i_{0}}\right|>\left|y_{j_{0}}\right|$. This arguments of (a) and (b) are similar to this arguments of (b) and (a) in Claim 1, then the proof is omitted. Hence Claim 2 holds. In view of Claim 1 and Claim 2, we have $\left|x_{i_{0}}\right|<d+r_{1}$ and $\left|y_{j_{0}}\right|<d+r_{2}$. Thus

$$
\|z\|=\sum_{i=1}^{k}\left|x_{i}\right|+\sum_{j=1}^{m}\left|y_{j}\right|<m\left(d+r_{2}\right)+k\left(d+r_{1}\right) .
$$

Hence $z \in \Omega \cap \mathbb{R}^{m+k}$. This contradicts the fact $z \in \partial \Omega \cap \mathbb{R}^{m+k}$. According to topological degree theory and by taking $J=I$ since $\operatorname{Ker} L=\operatorname{Im} Q$, we obtain,

$$
\begin{aligned}
& \operatorname{deg}\left\{-J Q N z, \Omega \cap \operatorname{Ker} L,(0,0)^{T}\right\} \\
= & \operatorname{deg}\left\{\phi\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{m}, 1\right), \Omega \cap \operatorname{Ker} L,(0,0, \ldots, 0)^{T}\right\} \\
= & \operatorname{deg}\left\{\phi\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{m}, 0\right), \Omega \cap \operatorname{Ker} L,(0, \ldots, 0)^{T}\right\} \\
= & \operatorname{deg}\left\{\left(p_{1} x_{1}, \ldots, p_{k} x_{k}, q_{1} y_{1}, \ldots, q_{m} y_{m}\right)^{T}, \Omega \cap \operatorname{Ker} L,(0,0, \ldots, 0)^{T}\right\} \\
\neq & 0 .
\end{aligned}
$$

So far, we have proved that $\Omega$ satisfies all the assumptions in Lemma 2.1. Therefore, the system (1.2) has at least one $\omega$-periodic solution.

## 3. Global exponential stability of periodic solution

It follows from Theorem 2.1 that the system (1.2) has at least a $\omega$-periodic solution $z^{*}(n)=\left(x_{1}^{*}(n), \ldots, x_{k}^{*}(n), y_{1}^{*}\left(n, \ldots, y_{m}^{*}(n)\right)^{T}\right.$. Obviously, if this periodic solution is globally exponentially stable, then it is unique. We next show that the periodic solution $z^{*}(n)$ is globally exponentially stable.

Assume that $z(n)=\left(x_{1}(n), \ldots, x_{k}(n), y_{1}(n), \ldots, y_{m}(n)\right)^{T}$ is an arbitrary solution of the system (1.2). Make a transformation for the system (1.2): $u_{i}(n)=x_{i}(n)-x_{i}^{*}(n), v_{j}(n)=y_{j}(n)-y_{j}^{*}(n)$, then the system (1.2) becomes (3.1) $u_{i}(n+1)$

$$
\begin{aligned}
= & e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} h} u_{i}(n)+\xi_{i}(h)\left\{\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} u_{i}(n)\right. \\
& -a_{i}\left(n, x_{i}(n)\right) b_{i}\left(n, x_{i}(n)\right)+a_{i}\left(n, x_{i}^{*}(n)\right) b_{i}\left(n, x_{i}^{*}(n)\right) \\
& -\sum_{j=1}^{m} p_{i j}(n)\left[a_{i}\left(n, x_{i}(n)\right) f_{j}\left(y_{j}\left(n-\tau_{i j}(n)\right)\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.-a_{i}\left(n, x_{i}^{*}(n)\right) f_{j}\left(y_{j}^{*}\left(n-\tau_{i j}(n)\right)\right)\right]-\left[a_{i}\left(n, x_{i}(n)\right)-a_{i}\left(n, x_{i}^{*}(n)\right)\right] I_{i}(n)\right\}, \\
& v_{j}(n+1) \\
= & e^{-\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2} h} v_{j}(n)+\eta_{j}(h)\left\{\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2} v_{j}(n)\right. \\
& -c_{j}\left(n, y_{j}(n)\right) d_{j}\left(n, y_{j}(n)\right)+c_{j}\left(n, y_{j}^{*}(n)\right) d_{j}\left(n, y_{j}^{*}(n)\right) \\
& -\sum_{i=1}^{k} q_{j i}(n)\left[c_{j}\left(n, y_{j}(n)\right) g_{i}\left(x_{i}\left(n-\sigma_{j i}(n)\right)\right)\right. \\
& \left.\left.-c_{j}\left(n, y_{j}^{*}(n)\right) g_{i}\left(x_{i}^{*}\left(n-\sigma_{j i}(n)\right)\right)\right]-\left[c_{j}\left(n, y_{j}(n)\right)-c_{j}\left(n, y_{j}^{*}(n)\right)\right] J_{j}(n)\right\} .
\end{aligned}
$$

Clearly, the periodic solution $z^{*}(n)$ of the system (1.2) is exponentially stable if and only if the equilibrium point $o$ of the system (3.1) is exponentially stable.

Theorem 3.1. Assume that $\left(H_{2}\right)-\left(H_{7}\right)$ hold. Further assume that
$\left(h_{2}\right)$

$$
\begin{aligned}
& \underline{\gamma_{i}}>\sum_{j=1}^{m} \overline{p_{i j}}\left(\overline{a_{i}} \alpha_{j}+\overline{L_{i}^{a}} M_{j}\right)+\overline{L_{i}^{a} I_{i}}, \\
& \gamma_{j}^{*}>\sum_{i=1}^{k} \overline{q_{j i}}\left(\overline{c_{j}} \beta_{i}+\overline{L_{j}^{c}} N_{i}\right)+\overline{L_{j}^{c} J_{j}} .
\end{aligned}
$$

Then the system (1.2) has a unique periodic solution which is globally exponentially stable.

Proof. Since $\left(h_{2}\right)$ implies that $\left(h_{1}\right)$ in Theorem 2.1 holds, we only need to show that the equilibrium point $O$ of the system (3.1) is globally exponentially stable.

From the system (3.1), we obtain

$$
\begin{align*}
& \left|u_{i}(n+1)\right|  \tag{3.2}\\
\leq & e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} h}\left|u_{i}(n)\right|+\xi_{i}(h)\left\{\frac{\Gamma_{i}(n)-\gamma_{i}(n)}{2}\left|u_{i}(n)\right|\right. \\
& +\sum_{j=1}^{m}\left|p_{i j}(n)\right| \mid a_{i}\left(n, x_{i}(n)\right) f_{j}\left(y_{j}\left(n-\tau_{i j}(n)\right)\right) \\
& \left.-a_{i}\left(n, x_{i}^{*}(n)\right) f_{j}\left(y_{j}^{*}\left(n-\tau_{i j}(n)\right)\right)\left|+\left|a_{i}\left(n, x_{i}(n)\right)-a_{i}\left(n, x_{i}^{*}(n)\right)\right|\right| I_{i}(n) \mid\right\} \\
\leq & e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} h}\left|u_{i}(n)\right|+\xi_{i}(h)\left\{\frac{\Gamma_{i}(n)-\gamma_{i}(n)}{2}\left|u_{i}(n)\right|\right. \\
& +\sum_{j=1}^{m} \overline{p_{i j}}\left[\left|a_{i}\left(n, x_{i}(n)\right)-a_{i}\left(n, x_{i}^{*}(n)\right)\right|\right. \\
& \times \mid f_{j}\left(y _ { j } ( n - \tau _ { i j } ( n ) ) | + | a _ { i } \left(n, x_{i}^{*}(n)| | f_{j}\left(y_{j}\left(n-\tau_{i j}(n)\right)\right)\right.\right.
\end{align*}
$$

$$
\begin{aligned}
& \left.-f_{j}\left(y_{j}^{*}\left(n-\tau_{i j}(n)\right) \mid\right]+\overline{L_{i}^{a}}\left|u_{i}(n)\right| \overline{I_{i}}\right\} \\
\leq & e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} h}\left|u_{i}(n)\right|+\xi_{i}(h)\left\{\frac{\Gamma_{i}(n)-\gamma_{i}(n)}{2}\left|u_{i}(n)\right|\right. \\
& \left.+\sum_{j=1}^{m} \overline{p_{i j}}\left[\overline{L_{i}^{a}} M_{j}\left|u_{i}(n)\right|+\overline{a_{i}} \alpha_{j}\left|v_{j}\left(n-\tau_{i j}(n)\right)\right|\right]+\overline{L_{i}^{a}}\left|u_{i}(n)\right| \overline{I_{i}}\right\},
\end{aligned}
$$

$$
\begin{align*}
\left|v_{j}(n+1)\right| \leq & e^{-\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2} h}\left|v_{j}(n)\right|+\eta_{j}(h)\left\{\frac{\Gamma_{j}^{*}(n)-\gamma_{j}^{*}(n)}{2}\left|v_{j}(n)\right|\right.  \tag{3.3}\\
& \left.+\sum_{i=1}^{k} \overline{q_{j i}}\left[\overline{L_{j}^{c}} N_{i}\left|v_{j}(n)\right|+\overline{c_{j}} \beta_{j}\left|u_{i}\left(n-\sigma_{j i}(n)\right)\right|\right]+\overline{L_{j}^{c}}\left|v_{j}(n)\right| \overline{J_{j}}\right\} .
\end{align*}
$$

Consider the functions $F_{i}(\cdot)$ and $G_{j}(\cdot)$ defined by

$$
\begin{aligned}
& F_{i}(x)=1-x+x \xi_{i}(h)\left\{\underline{\gamma_{i}}-\sum_{j=1}^{m} \overline{p_{i j}}\left(\overline{a_{i}} \alpha_{j} x^{\tau_{i j}(n)}+\overline{L_{i}^{a}} M_{j}\right)-\overline{L_{i}^{a} I_{i}}\right\}, \\
& G_{j}(y)=1-y+y \eta_{j}(h)\left\{\underline{\gamma_{j}^{*}}-\sum_{i=1}^{k} \overline{q_{j i}}\left(\overline{c_{j}} \beta_{i} y^{\sigma_{j i}(n)}+\overline{L_{j}^{c}} N_{i}\right)-\overline{L_{j}^{c} J_{j}}\right\} .
\end{aligned}
$$

Since we have for $i=1, \ldots, k, j=1, \ldots, m$,

$$
F_{i}(1)=\xi_{i}(h)\left\{\underline{\gamma_{i}}-\sum_{i=1}^{k} \overline{p_{i j}}\left(\overline{a_{i}} \alpha_{i}+\overline{L_{i}^{a}} M_{j}\right)-\overline{L_{i}^{a} I_{i}}\right\}>0
$$

and

$$
G_{i}(1)=\eta_{j}(h)\left\{\underline{\gamma_{j}^{*}}-\sum_{i=1}^{k} \overline{q_{j i}}\left(\overline{c_{j}} \beta_{i}+\overline{L_{j}^{c}} N_{i}\right)-\overline{L_{j}^{c} J_{j}}\right\}>0,
$$

then there must be a real number $1<\eta<+\infty$ such that for $i=1, \ldots, k$, $j=1, \ldots, m$,

$$
F_{i}(\eta)>0, \quad G_{j}(\eta)>0
$$

Therefore, we have for $i=1, \ldots, k, j=1, \ldots, m$,

$$
\begin{align*}
& \eta-\eta \xi_{i}(h)\left\{\underline{\gamma_{i}}-\sum_{j=1}^{m} \overline{p_{i j}}\left(\overline{a_{i}} \eta^{\tau_{i j}(n)} \alpha_{j}+\overline{L_{i}^{a}} M_{j}\right)-\overline{L_{i}^{a} I_{i}}\right\}<1,  \tag{3.4}\\
& \eta-\eta \eta_{j}(h)\left\{\underline{\gamma_{j}^{*}}-\sum_{i=1}^{k} \overline{q_{j i}}\left(\overline{c_{j}} \eta^{\sigma_{j i}(n)} \beta_{i}+\overline{L_{j}^{c}} N_{i}\right)-\overline{L_{j}^{c} J_{j}}\right\}<1 .
\end{align*}
$$

Now let we consider nonnegative sequence $U_{i}(n), V_{j}(n)$ for $i=1, \ldots, k, j=$ $1, \ldots, m, n \in \mathbb{Z}$, defined by

$$
\begin{equation*}
U_{i}(n)=\eta^{n}\left|u_{i}(n)\right|, \quad V_{j}(n)=\eta^{n}\left|v_{j}(n)\right| . \tag{3.6}
\end{equation*}
$$

Thus from (3.2), (3.3) and ((3.6), we have

$$
\begin{align*}
& U_{i}(n+1)  \tag{3.7}\\
\leq & \eta e^{-\frac{\Gamma_{i}(n)+\gamma_{i}(n)}{2} h}\left|U_{i}(n)\right|+\xi_{i}(h) \eta\left\{\frac{\Gamma_{i}(n)-\gamma_{i}(n)}{2}\left|U_{i}(n)\right|\right. \\
& \left.+\sum_{j=1}^{m} \overline{p_{i j}}\left[\overline{L_{i}^{a}} M_{j}\left|U_{i}(n)\right|+\alpha_{j} \overline{a_{i}} \eta^{\tau_{i j}(n)}\left|V_{j}\left(n-\tau_{i j}(n)\right)\right|\right]+\overline{L_{i}^{a} I_{i}}\left|U_{i}(n)\right|\right\},
\end{align*}
$$

$$
\begin{align*}
& V_{j}(n+1)  \tag{3.8}\\
& \leq \eta e^{-\frac{\Gamma_{j}^{*}(n)+\gamma_{j}^{*}(n)}{2}} h^{2} \\
& V_{j}(n) \left\lvert\,+\eta_{j}(h) \eta\left\{\frac{\Gamma_{j}^{*}(n)-\gamma_{j}^{*}(n)}{2}\left|V_{j}(n)\right|\right.\right. \\
&\left.+\sum_{i=1}^{k} \overline{q_{j i}}\left[\overline{L_{j}^{c}} N_{i}\left|V_{j}(n)\right|+\beta_{i} \overline{c_{j}} \eta^{\sigma_{j i}(n)}\left|U_{i}\left(n-\sigma_{j i}(n)\right)\right|\right]+\overline{L_{j}^{c} J_{j}}\left|V_{j}(n)\right|\right\} .
\end{align*}
$$

Denote

$$
M=\eta^{n} \max _{1 \leq i \leq k, 1 \leq j \leq m}\left\{\sup _{l \in(-\infty, 0]_{\mathbb{Z}}}\left|u_{i}(l)\right|, \sup _{l \in(-\infty, 0]_{\mathbb{Z}}}\left|v_{j}(l)\right|\right\}, M>0
$$

It follows that from (3.6) and the definition of the constant M that

$$
U_{i}(l) \leq M, \quad V_{j}(l) \leq M
$$

for $i=1, \ldots, k, j=1, \ldots, m, l \in(-\infty, 0]_{\mathbb{Z}}$.
We claim that for $i=1, \ldots, k, j=1, \ldots, m, n \in \mathbb{Z}_{0}^{+}$,

$$
\begin{equation*}
U_{i}(n) \leq M, \quad V_{j}(n) \leq M \tag{3.9}
\end{equation*}
$$

Suppose that claim (3.9) is not valid in sense, then there exist a $k^{*}$-th component among $U_{i}(\cdot)$ and a first time $n_{1} \in \mathbb{Z}^{+}$, such that $U_{k^{*}}(n)>M$ and $U_{i}(n) \leq M$ for $n \in\left(-\infty, n_{1}-1\right]_{\mathbb{Z}}$, while $U_{i}(n) \leq M$ for $i=1, \ldots, k, i \neq k^{*}, n \in$ $\left(-\infty, n_{1}\right]_{\mathbb{Z}}, V_{j}(n) \leq M$ for $j=1, \ldots, m, n \in\left(-\infty, n_{1}\right]_{\mathbb{Z}}$; or there exist a $k^{*}$-th component among $V_{j}(\cdot)$ and a first time $n_{1} \in \mathbb{Z}^{+}$, such that $V_{k^{*}}(n)>M$ and $V_{j}(n) \leq M$ for $n \in\left(-\infty, n_{1}-1\right]_{\mathbb{Z}}$, while $V_{j}(n) \leq M$ for $j=1, \ldots, m, j \neq$ $k^{*}, n \in\left(-\infty, n_{1}\right]_{\mathbb{Z}}, U_{i}(n) \leq M$ for $i=1, \ldots, k, n \in\left(-\infty, n_{1}\right]_{\mathbb{Z}}$. If the first case holds, then from (3.4) and (3.7), we obtain

$$
\begin{align*}
M< & U_{k}\left(n_{1}\right)  \tag{3.10}\\
\leq & \left\{\eta e^{-\frac{\Gamma_{i}\left(n_{1}\right)+\gamma_{i}\left(n_{1}\right)}{2} h}+\eta \xi_{i}(h)\left[\frac{\Gamma_{i}\left(n_{1}\right)-\gamma_{i}\left(n_{1}\right)}{2}\right.\right. \\
& \left.\left.+\sum_{j=1}^{m} \overline{p_{i j}}\left(\alpha_{j} \overline{a_{i}} \eta^{\tau_{i j}\left(n_{1}\right)}+\overline{L_{i}^{a}} M_{j}\right)+\overline{L_{i}^{a} I_{i}}\right]\right\} M \\
\leq & \left\{\eta-\eta \xi_{i}(h)\left[\underline{\gamma_{i}}-\sum_{j=1}^{m} \overline{p_{i j}}\left(\alpha_{j} \overline{a_{i}} \eta^{\tau_{i j}\left(n_{1}\right)}+\overline{L_{i}^{a}} M_{j}\right)-\overline{L_{i}^{a} I_{i}}\right]\right\} M \\
\leq & M,
\end{align*}
$$

which is a contradiction. If the second case holds, a contradiction also can be led from (3.5) and (3.8). Thus the claim (3.9) is valid. From (3.6) and (3.9) we deduce that

$$
\left|u_{i}(n)\right| \leq\left(\frac{1}{\eta}\right)^{n} M, \quad\left|v_{j}(n)\right| \leq\left(\frac{1}{\eta}\right)^{n} M
$$

for $i=1, \ldots, k, j=1, \ldots, m, n \in \mathbb{Z}_{0}^{+}$. Since the constant $\eta$ satisfies $1<\eta$ and the initial values are arbitrary, we conclude from the above that the equilibrium o is globally exponentially stable. That is, the periodic solution $z^{*}(n)$ of the system (1.2) is globally exponentially stable. The proof is complete.

## 4. An example

Example 1. Consider the following second-order discrete-time Cohen-Grossberg bidirectional associative memory neural networks with delays: (4.1)

$$
\left\{\begin{aligned}
& x_{1}(n+1) \\
= & x_{1}(n) e^{-\frac{42+7 \sin 36 \pi n+56+7 \sin 36 \pi n}{2} h}+\xi_{1}(h)\left\{\frac{42+7 \sin 36 \pi n+56+7 \sin 36 \pi n}{2} x_{1}(n)\right. \\
& -\left[7+\sin 36 \pi n-\frac{\cos 36 \pi n}{1+x_{1}^{2}(n)}\right] \\
& \left.\times\left[7 x_{1}(n)-\left(\frac{3}{80}+\frac{1}{16} \sin 36 \pi n\right) \sin y_{1}(n-(2+\sin 36 \pi n))+\sin 36 \pi t\right]\right\} \\
& y_{1}(n+1) \\
= & y_{1}(n) e^{-\frac{38+42}{2} h}+\eta_{1}(h)\left\{\frac{38+42}{2} y_{1}(n)-\left[5-\frac{\sin 36 \pi n}{4+y_{1}^{2}(n)}\right]\right. \\
& \left.\times\left[8 y_{1}(n)-\left(\frac{1}{50}+\frac{2}{25} \cos 36 \pi n\right) \cos x_{1}(n-(2+\sin 36 \pi n))+\cos 36 \pi n\right]\right\}
\end{aligned}\right.
$$

where

$$
n>3, \xi_{1}(h)=\frac{1-e^{-\frac{42+7 \sin 36 \pi n+56+7 \sin 36 \pi n}{2} h}}{\frac{42+7 \sin 36 \pi n+56+7 \sin 36 \pi n}{2}}, \eta_{1}(h)=\frac{1-e^{-\frac{38+42}{2} h}}{\frac{38+42}{2}} .
$$

Since the value of the activation functions at zero is not zero, then the results in [4] can not ensure the global exponential stability of the system (4.1). However, by using Theorem 3.1, we can prove the periodic solution of the system (4.1) is globally exponentially stable. Since for $n>3, x, y \in \mathbb{R}$,

$$
\begin{aligned}
\left|a_{1}(n, x)-a_{1}(n, y)\right| & =\left|\frac{\cos 36 \pi t}{1+x^{2}}-\frac{\cos 36 \pi t}{1+y^{2}}\right| \\
& \leq|x-y| \frac{|x+y|}{\left(1+x^{2}\right)\left(1+y^{2}\right)} \\
& \leq|x-y|\left(\frac{|x|}{1+x^{2}}+\frac{|y|}{1+y^{2}}\right) \\
& \leq|x-y| \\
\left|c_{1}(n, x)-c_{1}(n, y)\right| & \leq \frac{|x-y|}{2},
\end{aligned}
$$

$$
\begin{aligned}
& \frac{a_{1}(n, x) b_{1}(n, x)-a_{1}(n, y) b_{1}(n, y)}{x-y} \\
= & 7(7+\sin 36 \pi t)-7 \cos 200 \pi t \frac{1-x y}{\left(1+x^{2}\right)\left(1+y^{2}\right)} \\
\geq & 7(7+\sin 36 \pi t)-7 \frac{1+|x y|}{\left(1+x^{2}\right)\left(1+y^{2}\right)} \\
\geq & 42+7 \sin 36 \pi t, \\
& \frac{a_{1}(t, x) b_{1}(t, x)-a_{1}(t, y) b_{1}(t, y)}{x-y} \\
= & 7(7+\sin 36 \pi t)-7 \cos 200 \pi t \frac{1-x y}{\left(1+x^{2}\right)\left(1+y^{2}\right)} \\
\leq & 7(7+\sin 36 \pi t)+7 \frac{1+|x y|}{\left(1+x^{2}\right)\left(1+y^{2}\right)} \\
\leq & 56+7 \sin 36 \pi t, \\
& 38 \leq \frac{c_{1}(t, x) d_{1}(t, x)-c_{1}(t, y) d_{1}(t, y)}{x-y} \leq 42,
\end{aligned}
$$

therefore, in Theorem 3.1.

$$
\begin{array}{r}
m=n=1, L_{1}^{a}=1, L_{1}^{c}=\frac{1}{2}, \underline{\gamma_{1}}=35, \underline{\gamma_{1}^{*}}=38, M_{1}=1, N_{1}=1, \\
\alpha_{1}=1, \beta_{1}=1, \overline{a_{1}}=8, \overline{c_{1}}=6, \omega=\frac{1}{18}, \overline{I_{1}}=\overline{J_{1}}=1, \overline{p_{11}}=0.1, \overline{q_{11}}=0.1 .
\end{array}
$$

It is easy to show that the rest conditions in Theorem 3.1 are also satisfied. Hence by Theorem 3.1, the periodic solution of the system (4.1) is globally and exponentially stable.

## 5. Conclusions

By employing coincidence degree theory and using Halanay-type inequality technique, a sufficient condition is given to guarantee the existence and global exponential stability of periodic solutions for the two-dimensional discrete-time Cohen-Grossberg BAM neural networks. Compared with the results in existing papers, in our result on the existence of periodic solution, the boundedness conditions on the activation functions are replaced with global Lipschitz conditions. In our result on the existence and global exponential stability of periodic solution, the assumptions in existing papers that the value of activation functions at zero is zero are removed.
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