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Hand Tracking and Hand Gesture Recognition
for Human Computer Interaction
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ABSTRACT

The aim of this paper is to present the methodology for hand tracking and hand gesture recognition.
The detected hand and gesture can be used to implement the non-contact mouse. We had developed
a MP3 player using this technology controlling the computer instead of mouse. In this algorithm, we
first do a pre—processing to every frame which including lighting compensation and background filtration
to reducing the adverse impact on correctness of hand tracking and hand gesture recognition. Secondly,
YCbCr skin-color likelihood algorithm is used to detecting the hand area. Then, we used Continuously
Adaptive Mean Shift (CAMSHIFT) algorithm to tracking hand. As the formula-based region of interest
is square, the hand is closer to rectangular. We have improved the formula of the search window to
get a much suitable search window for hand. And then, Support Vector Machines (SVM) algorithm is
used for hand gesture recognition. For training the system, we collected 1500 hand gesture pictures of
5 hand gestures. Finally we have performed extensive experiment on a Windows XP system to evaluate
the efficiency of the proposed scheme. The hand tracking correct rate is 96% and the hand gestures

average correct rate 1s 95%.
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1. INTRODUCTION

Hand tracking —the continuous monitoring of
hand position—as a perceptual form of multi-mod-
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el input has many conceivable practical applica—
tions in Human—Computer Interface (HCI). Hand
position information is presently being applied to
navigation and control in immersive virtual reality
system. Similar applications exist for other sorts
of highly visual, reactive environments, such as
computer games, simulations, and visualizations of
large data spaces.

Hand gestures are a powerful, and probably the
most natural and intuitive, human to human com-
munication modality. So, in recent years, there has
been a tremendous amount of research on hand
gesture recognition in the area of HCI as an alter-
native to conventional interface devices [1]. And
the application is so much such as interactive
games, performance analysis, sign language trans-—
lation, remote control of home and many others.

At the moment, the hand tracking and hand ges-
ture cognition that has been developed is not suffi-
cient for our needs. Tracking contours with snakes
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[2-4], using Eigen space matching techniques[5],
or convolving images with feature detectors are far
too computationally expensive. And some systems
use template to recognize the hand gesture. But
this method is not exact enough. Some of the ear—
lier gesture recognition systems attempted to iden-
tify gestures using glove~based devices that would
measure the position and joint angles of the hand
[6]. However, these devices are very cumbersome
and usually have many cables connected to a
computer. At the same time, while the development
of the times, the people do not satisfy the hand
tracking or hand gesture recognition under simple
background with specified light condition. $So that,
we need much more better methods to tracking
hand and hand gesture recognition. This paper is
a system to develop hand tracking and hand ges—
ture HCI which aimed at using hand instead of
mouse to control computer under complex back—
ground with most light condition.

As the light condition and complex background
have a greatly impact on the correctness of hand
tracking and hand gesture recognition, in this paper
we first do a pre-processing to every frame which
including lighting compensation and background
filtration. Then we use the YCbCr skin color like-
lihood algorithm which is based on the maximum
likelihood prineiple to detect hand [7,8]. YChCr col-
or space is good for hand detection because the im-
pact by the brightness changes is small. For using
on dynamically tracking hand, we use Continu-
ously Adaptive Mean Shift (CAMSHIFT) which is
modified from the mean shift algorithm [9-11]. On
the hand gesture recognition, we choose classi~
fication method. It is an important data mining task,
learns a classifier from labeled training data to
classify unlabeled testing data. As the support vec—
tor machine (SVM) is powerful tool with state of-
the—art performance on classification, which has
both strong theoretical and excellent empirical suc-
cess [12,13], we final use SVM algorithm to recognize

hand gesture. Fig. 1 is the system block diagram.
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Fig. 1. The whole flow chart of proposed algorithm.

2. LIGHTING COMPENSATION AND
BACKGROUND FILTRATION

2.1 Lighting compensation

At present, digital camera has been becoming
more and more popular on computer vision.
However, if the subjects were located between the
camera and the light source, the subject will turn
out to the dark or under-exposure, it s called
black-light image [14]. For getting better image,
we will do lighting compensation according the
Just Noticeable Difference (JND). JND is that the
minimal gray difference between two points in an
image, which can just be resolved by the human
visior; it is also called the minimal resolvable con-
trast (MRC).

The Human Vision Contrast Resolution (HVCR)
enables the image, taken from the scotopic con-
ditions and unresolved by human vision, to turn
into a clearly visible image [15]. Let the HVCR
threshold in the scotopic conditions is expressed
as formula (1)

~OR5I%

JND(x)=22.98° 0<x 47 (D

Where JND(x) represents the Just Noticeable
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Difference of the human vision at the background
gray x. It can be seen that the HVCR will be en—
hanced greatly if such a nonlinear limitation of
HVCR can be compensated.

The formula (1) demonstrates that the HVCR
threshold is very low in the scotopic conditions.
Within 30 gray levels, the image can not be re-
solved by the human vision though there are the
various gray in an image. That is to say, the por-
tion of the image information can not be utilized.
HVCR is compensated to the JND level if the origi—
nal gray difference of one gray level between two
adjacent points is expanded to JND. The cumu-
lative gray distance is computed by following for-

mulae (2):
Og,y) O@xy)=0
TO=US i) 0py>0 @
=0

Where T(0O) denotes the destination gray after
compensation, corresponding to the original gray
Q. JND(i) represents the just noticeable difference
at the gray 1. O(x, v) denotes the original gray at
the pixel point (x, ¥} in an image, ranged from 0
to 255. k is the compensation depth.

2.2 Background filtration

As the background may be have the similar
chrominance with the skin color in CbCr; if we do
not filtrate the background, it will give us trouble
in terms of detecting hand. Filtering the back~
ground is essential [16].

We will use image subtraction to reducing the
background’'s disturbance.

The image subtraction is the difference of two
images. And the difference between two images
fix, ¥) and Alx, y), expressed as follows:

g(x,y)=f(x,y)- h(x:y) (3

This is obtained by computing the difference
between all pairs of corresponding pixels form f

and hA.

Note that most image are displayed using 8 bits
(or 24-bit color images consists of three separate
8-bit channels), so we expect image values not be
outside the range from 0 to 255, However, the val-
ues in a difference image can range from a mini-
mum of ~255 to a maximum of 255, We use a meth-
od that add 255 to the negative value and then di-
vide by 2. This method is fast and simple
implement.

For filtrate the background, firstly, we will ad-
just the camera to a suitable position, and save an
image of background. Secondly, we get other im-
age that includes hand. Thirdly, we calculate the
difference of two images using image subtraction
pixel by pixel. Finally, processing the negative val-
ues and saving the result.

3. HAND DETECTION

Skin color is important information of hand. It
is not depending on the gesture of hand, and has
more stability can be distinguish from most back-
ground color. Here, we use YCbCr color space for
detecting skin color, because the merit of YCbCr
color space is that the impact by the brightness
changes is small [7]. And CbCr that independent
two-dimensional distribution can limit skin color
distribution range much better. Experimental
proof: Although the skin color of different person
may be very difference, the difference in chroma-
ticity is much smaller than the difference in
brightness. That is: different people have very
similar chromaticity of skin color, just have large
differences in the brightness. And the chromaticity
ChCr of skin color has good clustering [17].

Skin color likelihood is based the nature of skin
color clustering in the distribution of CbCr and the
maximum likelihood principle [17]. The equation as

follows:
PCHCA =exp0.5(X —M)TC“ ! (X —M)] (4)

X(CbCr)T, C' is covariance inverse matrix
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[0.0077, -0.0041, -0.0041, 0.00471; M is the average
of skin color in ChCr [103.0056, 140.1309]. Firstly,
we take the image from RGB to YChCr, and save
ChCr to the matrix X. Secondly, according to the
algorithm calculate the probability of skin color of
every pixel, and save the result to the matrix p.
Thirdly, change the image to gray scale image by
the matrix p. Fourthly, through median filtering to
reduce noise.

4. HAND TRACKING BASED ON
CAMSHIFT ALGORITHM

Computer vision hand tracking is an active and
developing field, yet the hand trackers that have
been developed are not sufficient for our needs. We
want a tracker that will track a given hand in the
presence of noise. And it must run fast and effi-
ciently so that objects may be tracked in real time
(24 frames per second) while consuming as few
system resources as possible for example that run—
ning on inexpensive consumer cameras [17].

We propose a method named mean shift algo—
rithm, which is a simple iterative procedure that
climbs the gradient of a probability distribution to
find the nearest dominant mode. The mean shift
algorithm operates on probability distributions. To
track hand in video frame sequences, the image
data has to be represented as a probability
distribution. Distributions derived from video im-
age sequences change over time, so the mean shift
algorithm has to be modified to adapt dynamically
to the probability distribution it is tracking. The
new algorithm that meets all these requirements
is called CAMSHIFT.

4.1 CAMSHIFT algorithm

CAMSHIFT algorithm is a dynamic change in
the distribution of the density function of the gra—
dient estimate of non-parametric methods [10].
The course of algorithm is as follows:

1. Select a search window W size of s in skin

color probability distribution.

2. Calculate the zeroth moment.
Ly = ZZI(X:)/) 5)
x oy
Calculate the first moment of x and y

Zy zzzxKXaJ’) 6

Zy = ZZ)’}(X,J’) (7)
X ¥

Where I{(x, y) is the pixel (probability) value at
position {x, ¥) in the image, and x and vy range over
the search window.

3. Calculate the mean search window location

(the centroid) is

X, =2l Zy Y.=ZylZy &)

4. Set the search window size equal to a func-
tion of the zeroth moment found in step 2.

5. Repeat steps 2, 3 and 4 until convergence
(mean location moves less than a preset
threshold).

The zeroth moment reflect the area of object in
the image, and the chart of skin color probability
distribution is discrete gray scale image which
have the max value is 255. So the relation between

the size of search window s and Zy as follows:

5 =2Zy 1256 9)

Consider the symmetry; s get resuilts close to
the singular.

By calculating the second-order moment can be
obtained the long axis, short axis and the direction

angle of object. Second~order moment as follows:

Zyy= 2,2 X 1(x,y) (10)
Zp=22y1(xy) (1
Zy = 2 2wl y) (12)

x

The direction angle of object is



186 HEIDICIOEE =X H14H H2&(2011.2)

] (13)

e=larcmhL 2(2']1/2200- xcyc) >
2 )(Zzofzoo =x ) ~Zyy | Zos—=y:)

Suppose

a=2,/Zy—x,"
b=2,1Zy~x.,

s (14)
c=ZylZy~y,
The long axis [ and short axis w is
2 2
l:\/(a+c)+\/(§+(a—c) (15)
- bZ - 2
Wsz+@ J;+m 0) 06

When CAMSHIFT algorithm track a specific
color object, the images do not have to calculate
each frame all the pixels of the color probability
distribution, just calculate pixel color probability
distribution in the area that larger than the current
search window. This can save a very large com-
puting [17].

4.2 Mecdifications made

By the formula-based region of interest are
square, but hand is closer to rectangular, when the
hand rotation or hand towards the camera angle
change, the aspect ration of regular of hand
changes.

Assuming that there is no rotating hand, the re-
gion of interest with a width of b, height & the
search window size of s

b*h=s’ amn
As the long axis [ and short axis w, it has

blh=w/l (18)
So,

b=vwil*s h=+l/w*s (19)

When the target spins, we can get the rotation
& from the formula. Taking into account the rota-
tion of a rectangular rigid body, the region of inter—

est to determine the width and height:
b, =(bcos6 - hsin6)
h, =(bsin6- hcost) 20)

As the hand are flexible, and not a frue
rectangular. An amendment to the formula can be
obtained following:

b,=(bcos6- 0.5hsin6)
h, = (0.5bsin 6 - hcos6) 2D

Experiments show that when @< 10, the calcu-
lation of b and h as a region of interest can be sat—
isfied with the results; when ©> 10, the calculation
of b, and h, as a region of interest can get good

results.

5. HAND GESTURE RECOGNITION
BASED ON SUPPORT VECTOR
MACHINE

On the hand gesture recognition, we choose
classification method. It is an important data min—
ing task, leams a classifier from labeled training
data to classify unlabeled testing data. There are
a numbers of standard classification techniques in
literature, such as simple rule based on nearest
neighbor classifiers, Bayesian classifiers, artificial
neural networks, decision tree, support vector ma-
chine, ensemble methods, etc. Among these techni-
ques, support vector machine (SVM) is one of the
best-known techniques for its optimization sol-
ution [18]. So that we employ SVM algorithm to

recognizing hand gesture.

5.1 Support vector machine

Support vector machine (SVM) is a newly de-
veloped machine learning method for classification
and function approximation.

In SVM classification, we are given training da—
ta {x;---x,} that are vectors in some space xo R
We are also given the labels {y,:--y,}, where y&
{~1, +1}. In the simplest form, SVM is hyperplane
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that separate the training data by a maximal
margin. All vectors lying on one side of the hyper-
plane are labeled as -1, and all the other vectors
lying on the other side are labeled as +1. The train-
ing instances that lie closest to the hyperplane are
called support vectors [19]. More generally, SVM
allow one to project the original training data in
space X to a higher dimensional feature space F
via a Mercer kernel operator K {20]. In other words,
we consider another set of classifier of the form:

)=, 0K (3, ) =)

When fix)=0, we classify x as +1, otherwise we
classify x as -1.

When K satisfies Mercer's condition [15] , we
can write K(u, v)=¢(v), where ¢: X > F and “-”

denotes an inner product. We can write f as:

JS(x)y=w*g(x) where w=;ai*¢(xl) 23)

Thus, by using K we are implicitly projecting
the training data into a different (often higher di-
mensional) feature space F. But there are many
hyperplanes that might classify the data. One rea-
sonable choice as the best hyperplane is the one
that represents the largest separation, or margin,

between the two classes. So we choose the hyper-

XZ 4 H‘ ;H3

{

® |

®
® |
o ¢ f
® P

e /// ;i

\O o |
o© o

o Ogp if

—
/. 'x,

(a)

plane so that the distance from it to the nearest
data point on each side is maximized. Such a hy—
perplane is called maximal margin hyperplane. Fig.
2 (a) shows that a training data, the black solid
circles represent positive labels data, and the white
solid circles represent negative labels data. And
there is three separable hyperplanes H1, H2 and
H3. From Fig. 2 (a) we can see that: H3 doesn’t
separate the 2 classes; H1 does it with a small mar-
gin; H2 not only separate the 2 classes, but also
have the maximum margin. From Fig. 2 (b), we
can see that the maximum-margin hyperplane and
two margins which are both important for SVM
training. Note that the data on the margins are
support vectors.

By choosing different kernel functions we can
implicitly project the training data from X into
spaces F for which hyperplanes in F' corresponds
to very complex decision boundaries in the original
space X. Two commonly used kernels are the pol-
ynomial function kernel K(u, v)=(u - v+1)" and ra-
dial basis function kernel K(u, v)=e ™ ¥ [15].
The former function kernel introduces polynornial
boundaries of degree p in the original space X. in
the original space. The second function kernel in-
troduces boundaries by placing weighted Gaus-—

sians upon key training instances. In our SVM
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Fig. 2. (a) A training data and its three separable hyperplanes, (b) Maximal margin hyperplane and

margins.
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classifier, we choose the radial basis kernel func-

tion for training and classification.

5.2 Training and recognition

Support Vector Machine (SVM) becomes a pop-
ular classification method recently due to its ability
to learn with small size of samples and to classify
high-dimensional data. However, SVM is origi-
nally designed for binary classification [11]. To
deal with multi-class classification, several
schemes have been proposed: (1) one-against-rest,
(2) one-against-one and (3) decision directed acy-

clic graph SVM (DAGSVM) [19].

¢ One-Against-Rest: In  One-Against-Rest
scheme, n SVM classifiers, SVM; (i={1..n}),
was trained for a n—class classification problem.
During training, each SVM use the samples of
its corresponding class as the positive examples
and the samples from all other classes as the
negative samples. During testing, the test sam-
ples are evaluated against all n SVM.(i={1..n})
and SVM, which gives highest decision value
as the predicted class is chosen.

® One-Against-One: In this scheme, one SVM
classifier, SVMy;, is constructed for every pair
of classes (i, j). There are N(N+1)/2 SVM
classifiers in total. During testing, the samples
are evaluated against all the pair wise classifiers
SVM;;. The final decision of the class for the
test samples are determined by a voting scheme.
Every SVM classifier gives one vote for its pre-
dicted class. The class that receives most of the
votes is chosen as the final class for the test
sample.

* DAGSVM: In this scheme, same as the one-
against-one, N(N+1)/2 pair vise classifiers are
constructed. During test, a list with all class
candidates is created. For each test with the
SVM, the class candidate which is given neg-
ative label by the SVM is removed from the list.
The last class that is left on the list is chosen

to be the class for the test sample.

By experiment, the One-Against-Rest has the
least run time and gets good recognition results
(specific information can be seen on Part 6: ex-
perimental results). Therefore, we collect 1500 pic-
tures of five kinds of hand gestures to training the
system. Specially, the hands pictures must be only
have hand gesture without much background.
Firstly, we transform the pictures to gray-level
and resize the picture to 20*30. Secondly, we input
the pictures to training the system by SVM
One-Against-Rest scheme to get the character—
istic vectors of each kind of hand gesture and save
the characteristic vectors to hand-gesture.xml file.
Thirdly, we resize the hand areas which are hoped
to recognition to 20%30. And compare the hand
areas with the characteristic vectors of hand ges—
ture (reading hand-gesture.xml file) by SVM.

Fig. 3 (a) shows the training data of five hand
gestures respectively in five colors (red, green,
blue, pine green and black red) which had mapped
to the 2-dimensional space. Fig. 3 (b) shows the
support vectors of five hand gestures in white cir—
cle, and the corresponding areas are assigned into
the corresponding color (red, green, blue, pine

green and black red).

6. EXPERIMENTAL RESULTS

The hand tracking and hand gesture recognition
approach is implemented in Visual C++6.0 on 2.33
GHZ Core 2 Quad running Windows XP with a
320+240 USB Logitech Quickcam webcam.

Fig. 4 (a) illustrates the initial status of hand
tracking including the hand position and the play-
ing music position. Fig. 4 (b) shows that the final
status of hand tracking. Note that, the hand posi—
tion had moved to left compare with Fig. 4 (a)’s
and the playing music also move to 4 from 0.
Through experiment, we also can see that the im—
proved CAMSHIFT has a suitable searching win-
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(a)

(b}

Fig. 3. (a) Training data of five hand gestures (b) Characteristic vectors of five hand gestures.
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dow with hand tracking.

To evaluate the performance of one-against-
rest schemes for multi-class classification, we
compare the average classification rate over the 10
subjects with the other 2 SVM classifiers (one-
against-one and DAGSVM). Fig. 5 shows the
classification results. The x-axis in the figure
shows the percentage of training data. The y-axis
shows the classification rate. One-against-one
SVM classifier achieves the best classification rate
among all the classifiers at the cost of significantly
high computation. One-against-rest and DAGSVM

performs classifier show similar classification rate

W | Song Harme
0 O.mp3
l 1.mp3
® 2mpd
03 3mp3

1P

(b)
Fig. 4. (a) Hand tracking initial status (b) Hand tracking final status.

with one-against-rest performs slightly better
than the DAGSVM classifier. Fig. 6 shows the
training time for 3 different classifiers. The one-
against-one classifier need the longest training
time. The training time of DAGSVM is less than
the one—against-one’s. One~against-rest need the
least training time.

The five hand gestures recognition is re—
spectively showed on Fig. 7 (a), (b), (c), (d) and
(e). While the program recognizing the hand ges-
ture, the program playing the corresponding music.

We have experiment the hand tracking and each

of hand gesture recognition respectively 200 times
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Fig. 5. Comparison of classification rate for 3
different SVM multiclass classifier: 1 vs.
1, 1 vs. Rest and DAGSVM.

of 10 different persons. The results are satisfactory

as shown in Table 1. The hand tracking correct

rate 1s 96% and the hand gesture average correct

rate is 95%. In Table 1, COR means correct rate.

ERR is that error rate. FAR is false acceptance rate
-and FRR is false rejection rate.

08

0.6

0.4 4

0.2 4

00 -

1 vs. Rest

1vs 1 DAGSYM

Fig. 6. Comparison of training times for 3 different
SVM multiclass classifier: 1 vs. 1, 1 vs.
Rest and DAGSVM.

7. CONCLUSIONS

In this paper, a methodology of hand tracking
and hand gesture recognition was proposed, it can
have application in scotopic conditions and com-—

plex background, in which lighting compensation

©

(d)

(e)

Fig. 7. (a) Hand gesture 1 (b) Hand gesture 2 (¢) Hand gesture 3 (d) Hand gesture 4 and (e) Hand

gesture 5.
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Table 1. Hand tracking and hand gesture recog-
nition results

Numbers Percent
Total test 200 100%
Tracking COR 192 96%
Tracking ERR 8 4%
Gesture 1 COR 188 94%
Gesture 1 FAR 2 1%
Gesture 1 FRR 10 5%
Gesture 2 COR 194 97%
Gesture 2 FAR 1 0.5%
Gesture 2 FRR 5 2.5%
Gesture 3 COR 190 95%
Gesture 3 FAR 4 2%
Gesture 3 FRR 6 3%
Gesture 4 COR 195 97.5%
Gesture 4 FAR 2 1%
Gesture 4 FRR 3 15%
Gesture 5 COR 193 96.5%
Gesture 5 FAR 3 15%
Gesture 5 FRR 4 2%

and background filtration is first used to every
frame to reducing the adverse impact of light con~
dition and complex background. And then YCbCr
skin—color likelihood is used to detect the areas of
hand. Then we track the hand movement by
CAMSHIFT algorithm which had been improved
searching window to suit hand shape. After that
we abstract the characteristic vectors of five hand
gestures which be saved on hand-gesture.xmi file
by using SVM algorithm. The detected hand is ap~
plied to SVM algorithm through reading character-
istic vectors (hand-gesture.xml file) for hand ges-
ture recognition. Finally, we use the tracking result
and gesture recognition result to control a MP3
player. The experimental results had proved that
our method have good tracking and gesture recog-
nition performance while have the least training
time and finer classification rate.

The further work is focus on improving the pro-
pose algorithm for the purpose of dealing with hand

images under multi-illumination conditions while
have higher accuracy rate.
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