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Abstract Recently, with the advances in sensor
techniques and network computing, Ubiquitous Sensor
Network (USNJ has been reccived a ot of attentions
from various communitics. The sensor nodes dis-
tributed in the sensor network tend to continuously
generate a large amount of data, which is called
stream data. Sensor stream data arrives in an online
manner so that it is characterized as high- speed, re-
al-time and unbounded and it requires fast data proc-
essing to get the up-to-date results. The data stream
has many application domains such as traffic analysis,
physical distribution, U-healthcare and so on.
Therefore, there is an overwhelming need of a USN
middleware for processing such online stream data to
provide corresponding services to diverse applications.
In this paper, we propose a novel USN middleware
which can provide users both contexi-aware service
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and meaningful sequential patterns. Our proposed
USN middleware is mainly focused on location based
applications which use stream location data. We also
show the implementation of our proposed USN middl-

eware. Bv using the proposed USN middleware, we

can save the developing cost of providing con-

text-aware services and stream sequential patterns

mainly in location based applications.
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1. Introduction

In recent vears, with advances in sensor techni-
que, sensor node becomes to be much smaller,
lighter, lower cost, longer lifecycle and easily de-
ployable so that it accelerates the USN computing
services {11, 12, 13]. A large number of sensor no-
des distributed at a wide area form a USN envi-
ronment which has led a new paradigm for sensing
information to monitor various physical phenomena
such as temperature, light, humidity, atmospheric
pressure, fluld level, location, etc. Examples of
USN applications in different areas include logis—
tics, intelligent transportations, industrial automa-
tion, health monitoring, environmental surveillance,
retall stores, disaster protection and so on.

Orne of attempt in USN applications is to provide
users a fast and reliable context-aware service and
useful information such as sequential patterns.
However, a large number of sensor nodes are
widely distributed in the sensor network and they
tend to continuously generate a huge number of
stream data. Stream data arrives at a high speed
rate and it is time-varying, unpredictable and
unbounded. Therefore, it is impossible to accom-—
modate the whole incoming data. Due to such
characteristics of sensor stream data, the tradi-
tional data processing methods are not fit for
stream data. One of solutions to solve above prob-
lem is to use sliding window to process a certain
length of stream data at each time and then slide
to process the next certain length of stream data.

By using sliding window technique can success-
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fully deal with continuous data and most previous
researches [1, 2, 3, 6, 7, 8 9, 10, 14, 16] mainly fo-
cus on query processing. However, there still has
been a lack of USN middleware for diverse
stream-based applications to support con-—
text-aware service, prediction and some other use-
ful services.

For example, old people or patients can meet an
emergency when they are moving from one place
to another place and for another example, workers
who work at the dangerous places such as work in
coal mine can be suffered from gas poisoning.
Therefore, they should be well monitored when
they are moving with time advances. By receiving
the stream data of their body temperature, heart
rate, blood pressure, gas strength, their location,
etc., administrator can monitor and predict the oc~
currence of emergency and also can take corre-
sponding actions to prevent from any loss or
damage. However, there is little attention on a
USN middleware for both context-aware service
and stream pattern mining, specially on the
stream~based applications. Therefore, in this paper,
we propose a USN middleware which can provide
both fast and reliable context-aware service and
useful stream sequential patterns using stream lo-
cation data. To support the functionality of stream
data processing, the proposed USN middleware
employs sliding window technique.

The rest of the paper is organized as follows. In
the following section, we review several Data
Stream Management Systems(DSMS). The pro-
posed USN middleware is presented in Section 3
and implernentation of proposed USN middleware
is shown in Section 4. Conclusion and future work
are given in Section 5.

2. Related Work

Recently, there are many data stream manage-
ment systems have been developed to meet the
characteristics of stream data [1, 2, 3, 6, 7, 8, 9, 10,
14}. However, due to the limited space, in this pa-

per we review 3 systems.

STREAM [1] is a general-purpose prototype of
data stream management system developed at
Standford University. STREAM provides declara-
tive Continuous Query Language (CQL) over con-
tinuous streams. It focuses on memory manage-
ment and approximate answering and targets the
following modern applications such as network
monitoring, financial analysis, manufacturing and
S0 on,

TelegraphCQ [2] is a sensor based data stream
management system developed at Berkeley
University. It extends the open source relational
DBMS PostgreSQL to support contimuous streams.

IBM system S [3] is a stream processing mid-
dleware that it can process a large volume of both
structured and unstructured continuous stream
data. S can process stream data from sensor, cam-
eras, news feeds and many other sources.

All of above systems mainly focus on continuous
query processing. Although they can successfully
process stream data, none of them can provide both
context-aware service and useful patterns hidden
in the stream data. Therefore, in this paper, we
propose a general USN middleware for both con
text-aware service and stream sequential patterns

mining.

3. USN Middleware Structure

In this section, we introduce a novel USN mid-
dleware used to provide the users context-aware
service and stream sequential patterns which are
extracted from stream location data. Figure 1
shows the structure of proposed USN middleware.
As shown in Figure 1, USN middleware consists of
Sensor Network Common Interface, Context
Analysis Component, Sensor Stream Mining Com—
ponent, Database and Open APl Component.

Sensor Network Common Interface plays an in-
termediate role between middleware and sensor
networks such that defines the common message
between many diverse sensor devices or different
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sensor networks. To provide independence between
different sensor networks and different applica-
tions, a set of common messages are defined such
as command action request/response, connection
information request/response and so on. These
messages are represented as XML data format be—
cause XML has become a common tool used for
data exchange.

Application Ot ..
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USH Middieware 0U° 0U° ('Ub 4U°
Qpen API Component
- &
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Figure 1. USN middleware structure

Context Analysis Component provides rapid and
reliable context analysis service to the users based
on sensed surrounding stream data and stream lo-
cation data. For example, doctors are receiving an
old man’s heart rate from his heart rate sensors.
When the heart rate is under a certain threshold for
some time long, he may have a serious heart dis—
ease at that time. Therefore, after getting the alert—
ing from he mayituaave a the doctor can take actionse
fore,event him from an emergency. In our USN
middleware, WHEN-DO model [15] is uherefore, -
aftercontext analysis serviceng, he mamodel,
‘WHEN'rclause specifies context codition and ‘DO’
clause specifies action to be performed when sens—
ing data satisfies ‘WHEN’ condition.

Sensor Stream Mining Component is used to ex-
tract frequent sequential patterns from stream lo-
cation data. Sequential pattern mining is the min-
ing of frequently occurring ordered events or sub-

sequences as patterns [4]. For example, there are

many patients in the hospital and they often walks
around the garden. By monitoring their stream lo—
cation data, the doctor may want to know fo which
place they frequently go and also want to predict
where the next place they will go. By doing so, pa-
tients can be well monitored and diagnosed at an
urgent disease. However, due to the afore~
mentioned characteristics of stream data, we could
not directly mine sequential patterns from the en-
tire continuous stream data so that we employ
sliding window to mine frequent sequential pat-
terns over stream location data. The stream se—
quential pattern mining algorithm over stream lo-
cation data is shown in Section 4.

Database Component stores information about
context-awareness and the extracted stream se
quential patterns. For context-awareness, we
stores the context occurred time, the value of
threshold for invoking that context and some other
surrounding sensed value related to that event
such as temperature, humidity and so on. And also
stores the time of mined stream sequential patterns
and corresponding stream sequential patterns.

Open Application Programming Interface (APD
Component is used to provide a communication in-
terface (parameter, query, threshold and so on) to

the different applications.

4. Stream Sequential Pattern Mining

Mining sequential patterns over stream data is
much more complex than mining sequential pat-
terns in a static dataset since it suffers from time
and space restriction. Considering this point, we
modify PrefixSpan [5] algorithm combining with
fime-based sliding window which keeps the latest
information in the stream. Details of stream se-
qguential pattern mining algorithm is shown in
Table 1.

First of all, the data type used to mine sequential
pattern should be categorical data. However, the
location data received from remote sensors is

numeric data. Therefore, in order to mine sequential
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Table 1. Stream sequential pattern mining

Algorithm(SequentialPatternExtraction)
Input : A sequent dataset S, minimum support threshold
min_sup
Output : The complete set of sequential patterns
Method : Call SequentialPatternExtraction(<>, 0, S)
Subroutine SequentialPatternExtraction(d, 1, S|0)
Parameters :
O ¢ a sequential pattern;
1 : the length of sliding window
S|O : the O-projected database, if <>; otherwise the
sequence dataset S.
Method :
1. convert numeric location data to categorical data.
2. scan S|07nce in the current sliding window, find the
set of frequent items b such that
(a) b can be assembled to the last element of O fo
form a sequential pattern; or
(b) <b> can be appended to O Torm a sequential
patterns.
3. for each frequent item b, append it to O to form a
sequential pattern ', and output O’
4. for each T, construct ['-projected dataset S|', and
call SequentialPatternExtraction(0’, 1+1, SI°)

Length: m arrays
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Figure 2. Grid based area

patterns from such stream location data, numeric
location data is need to bis nnverted to categorical
data. To siumeify this nnversion, we assume that
moving objects (such as person, car and so on) are
moving within a rectangle area and consists of m
x n equal sized arrays as shown in Figure 2. The
number in each array means the address label.
Hence, when receiving the (x, y) coordinates, ac-
cording to Eq. (1), we can easily get the address la—
bel of the place where the moving object is now in.

Address Label = (n*((int)y/width) + (int)x/length); (1)

TEFLAREEE =584 1998 A1z (2011 02)

5. Implementation

This section describes the implementation of
proposed USN middleware. USN middleware is
implemented on a Mobile Dual Core Intel Merom
2666MHz with 2G DDR2 SDRM memory, running
Microsoft Window XP professional with service
pack 3. We use Microsoft Visual Studio 2008 and
C# language using Microsoft .NET Framework
Version 3.5 SP1 and use ORACLE 10G Expression
Edition to store meta data, context information and

extracted stream sequential patterns.

wirirleia e winle

Figure 3. USN middleware implementation

The left top side of the Figure 3, there are 3
textboxes and two are used to set the values of
sliding window and another one is used to set the
value of minimum support threshold for mining
stream sequential patterns.

Assume there are temperature, light and humid-
ity sensors are fixed in the wide area of hospital
and each patient wears pulse, ECG and Global
Positioning System (GPS) sensars to collect pulse,
ECG and location data. Also assume many pa-—
tients (blue buttons on the big rectangle in Figure
3) are taking a walk within the hospital garden
(big rectangle in Figure 3). Temperature, light, hu-
midity and each patient’s pulse and ECG data are
received through corresponding sensors. These
sensing data signals are displayed in 4 charts and
the exact sensing values are displayed in a data-
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grid at the bottom of left side. Components on the
right top side are used to set the context condition.

For example, a patient’s pulse value may be bel-
low at a threshold and he could not move any more
if he has a serious heart disease. When the sensing
values satisfies this conditions, the event occurred
time and other surrounding sensing information
sensed at that time are displayed at the datagrid on
the right top side of Figure 3 and the corresponding
button on the big rectangle will stop moving. Then
actions predefined in the WHEN-DO context model
are performed according to this context so that an
ambulance will appear near that patient. Using
stream location data, frequent stream sequential
patterns can be mined with stream sequential pat-
tern mining algorithm in Section 4 and displayed at
the listhox at the bottom of right side in Figure 3.
These patterns help doctors to know which place
patients frequently go and also to predict which the
next place they will go. Therefore, patients can be
well monitored.

Figure 4 shows meta data information about
sensor nodes such as ID, sensor type, location, re—

maining battery, last sensing time and so on.

T
(&
R RERES
’ BB R
i he W E DU EE
aowd T W # IS E SN

Figure 4. Meta data information
6. Conclusion

In this paper, we proposed a USN middleware.
This USN middleware is composed of Sensor
Network Common Interface, Context Analysis
Component, Sensor Stream Mining Component,
Database and Open API Component. The key as-
pect of this USN middleware is that it can provide
context-aware service and frequent stream se-
quential patterns to diverse location-based appli-
cations. The implementation of proposed USN mid-
dleware shows that it can be efficiently used in

several application domains such as patient mon-
itoring, u-healthcare and so on. Therefore, with the
help of our proposed USN middleware, we can save
the developing cost of providing context-aware
services and stream sequential patterns mainly in
location based applications.

Although our proposed USN middleware can
provide context-aware service and stream sequen-
tial pattern, in this paper, we assume the area is a
rectangle when we mine the stream sequential
patterns. However, in real-world applications, it
may be much more complex than our assumption.
Therefore, as a future work, we will mine stream
patterns without this assumption, add more func-
tions to support complex context-aware services
and add performance evaluation comparing with
other related systems.
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