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#### Abstract

We consider a general functional equation with time variable which arises when we investigate regularity problems of some general functional equations. As a result we prove the regularity of the initial values of the solutions. Also as an application we prove the regularity of solutions of some classical functional equations and their distributional versions.


## 1. Introduction

In this paper, as a unified approach we investigate the initial values as $t, s \rightarrow$ $0^{+}$of the solutions $\Phi: \mathbb{R}^{2 n} \times(0, \infty)^{2} \rightarrow \mathbb{C}, F_{k}, G_{k}: \mathbb{R}^{n} \times(0, \infty) \rightarrow \mathbb{C}, k=$ $1,2, \ldots, m$, of the functional equation

$$
\begin{equation*}
\Phi(x, y, t, s)=\sum_{k=1}^{m} F_{k}(x, t) G_{k}(y, s), \quad x, y \in \mathbb{R}^{n}, t, s>0 \tag{1.1}
\end{equation*}
$$

where $\Phi, F_{k}, G_{k}, k=1,2, \ldots, m$, are smooth functions of $x, y$ for each $t, s>0$ with the conditions $(2.1) \sim(2.4)$ in the next section.

The equation (1.1) arises when we study the functional equation of J. M. Speiser, H. J. Whitehouse and N. J. Berg [15]

$$
\begin{equation*}
f(x+y)+g(x-y)=\sum_{k=1}^{m} f_{k}(x) g_{k}(y) \tag{1.2}
\end{equation*}
$$

in the space of distributions and hyperfunctions (see Section 3). The equation (1.2) has a significant application in signal processing. Furthermore, many important functional equations such as the Cauchy equations, exponential equations, quadratic functional equation, d'Alembert functional equation, trigonometric functional equations are special cases of the equation. The regularity of solutions of the functional equation (1.2) and its generalization are well known. As a matter of fact, under the natural assumption that $\left\{f_{1}, \ldots, f_{m}\right\}$

[^0]and $\left\{g_{1}, \ldots, g_{m}\right\}$ are linearly independent, it was shown in [2] that the locally integrable solutions (which was weakened to Lebesgue measurability by Jarai [13]) $f, g, f_{k}, g_{k}: \mathbb{R}^{n} \rightarrow \mathbb{C}, k=1,2, \ldots, m$, of the equation (1.1) are smooth functions in which a usual convolutional technique was used. Convolving in (1.2) some regularizing functions in both variables $x$ and $y$ as in $[4,5,7]$, which is a different approach as in $[1,2]$, the equation (1.2) and its generalization in [2] are converted to the equations of the form (1.1).

As an application, we consider the regularity of the solutions of the following distributional version of the equation (1.1),

$$
\begin{equation*}
u \circ L_{1}+v \circ L_{2}=\sum_{k=1}^{m} u_{k} \otimes v_{k} \tag{1.3}
\end{equation*}
$$

where $u, v, u_{k}, v_{k} \in \mathcal{G}^{\prime}\left(\mathbb{R}^{n}\right)$, and $\circ$ denotes the pullback, $\otimes$ denotes the tensor product of generalized functions, and $L_{1}(x, y)=x+y, L_{2}(x, y)=x-y$.

## 2. Initial values of solutions of (1.1)

We impose the following conditions on the functions $\Phi, F_{k}, G_{k}, k=1,2, \ldots, m$, in the equation (1.1): There exists $t_{1}>0$ such that

$$
\begin{equation*}
\left\{F_{1}\left(\cdot, t_{1}\right), \ldots, F_{m}\left(\cdot, t_{1}\right)\right\} \tag{2.1}
\end{equation*}
$$

is linearly independent, and there exists $s_{1}>0$ such that

$$
\begin{equation*}
\left\{G_{1}\left(\cdot, s_{1}\right), \ldots, G_{m}\left(\cdot, s_{1}\right)\right\} \tag{2.2}
\end{equation*}
$$

is linearly independent; for each fixed $y \in \mathbb{R}^{n}$ and $s>0$,

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \Phi(x, y, t, s) \tag{2.3}
\end{equation*}
$$

is a smooth function of $x$, and for each fixed $x \in \mathbb{R}^{n}$ and $t>0$,

$$
\begin{equation*}
\lim _{s \rightarrow 0^{+}} \Phi(x, y, t, s) \tag{2.4}
\end{equation*}
$$

is a smooth function of $y$.
From now on, we assume the condition $(2.1) \sim(2.4)$. Now we prove that the initial values

$$
\begin{equation*}
\phi(x, y)=\lim _{t, s \rightarrow 0^{+}} \Phi(x, y, t, s), f_{k}(x)=\lim _{t \rightarrow 0^{+}} F_{k}(x, t), g_{k}(y)=\lim _{s \rightarrow 0^{+}} G_{k}(y, s) \tag{2.5}
\end{equation*}
$$

of the solutions of the functional equation (1.1) are smooth functions for $k=$ $1,2, \ldots, m$.

Theorem 2.1. The initial values $\phi(x, y)$ and $f_{k}(x), g_{k}(y), k=1,2, \ldots, m$, of the solutions $\Phi, F_{k}, G_{k}, k=1,2, \ldots, m$, of the equation (1.1) smooth functions satisfying the functional equation

$$
\begin{equation*}
\phi(x, y)=\sum_{k=1}^{m} f_{k}(x) g_{k}(y) . \tag{2.6}
\end{equation*}
$$

Proof. We first prove that $f_{k}(x)=\lim _{t \rightarrow 0^{+}} F_{k}(x, t)$ are smooth functions for all $k=1,2, \ldots, m$. We use the mathematical induction on $m$. For $m=1$, we can choose $y_{1} \in \mathbb{R}^{n}$ such that $G_{1}\left(y_{1}, s_{1}\right):=b_{1} \neq 0$ since $\left\{G_{1}\left(\cdot, s_{1}\right)\right\}$ is linear independent. Thus, it follows from the equation (1.1) and the condition (2.3) that

$$
\begin{equation*}
f_{1}(x)=b_{1}^{-1} \lim _{t \rightarrow 0^{+}} \Phi_{1}\left(x, y_{1}, t, s_{1}\right) \tag{2.7}
\end{equation*}
$$

is a smooth function. Assume that the result holds for $m=p$, that is, $f_{1}, \ldots, f_{p}$ are smooth functions provided that the conditions (2.2) and (2.3) hold for $m=p$. We now prove that the result holds for $m=p+1$. Let

$$
\begin{equation*}
\Phi(x, y, t, s)=\sum_{k=1}^{p+1} F_{k}(x, t) G_{k}(y, s) \tag{2.8}
\end{equation*}
$$

and assume that the conditions (2.2) and (2.3) hold for $m=p+1$. By the condition (2.2), we may choose $y_{p+1} \in \mathbb{R}^{n}$ such that $G_{p+1}\left(y_{p+1}, s_{1}\right):=b_{p+1} \neq$ 0 . Then it follows from (2.8) that

$$
\begin{equation*}
F_{p+1}(x, t)=b_{p+1}^{-1}\left(\Phi\left(x, y_{p+1}, t, s_{1}\right)-\sum_{k=1}^{p} b_{k} F_{k}(x, t)\right), \tag{2.9}
\end{equation*}
$$

where $b_{k}=G_{k}\left(y_{p+1}, s_{1}\right), k=1, \ldots, p$. Putting (2.9) in (2.8) we have

$$
\begin{equation*}
\Phi^{*}(x, y, t, s)=\sum_{k=1}^{p} F_{k}(x, t) G_{k}^{*}(y, s), \tag{2.10}
\end{equation*}
$$

where

$$
\begin{align*}
& \Phi^{*}(x, y, t, s)=\Phi(x, y, t, s)-b_{p+1}^{-1} \Phi\left(x, y_{p+1}, t, s_{1}\right) G_{p+1}(y, s)  \tag{2.11}\\
& G_{k}^{*}(y, s)=G_{k}(y, s)-b_{p+1}^{-1} b_{k} G_{p+1}(y, s), k=1, \ldots, p \tag{2.12}
\end{align*}
$$

In view of (2.11) and (2.12) it is easy to see that $\Phi^{*}$ and $G_{k}^{*}, k=1,2, \ldots, p$, satisfy the conditions (2.2) and (2.3), respectively. Thus, by the induction hypothesis that the initial values

$$
f_{k}(x)=\lim _{t \rightarrow 0^{+}} F_{k}(x, t), k=1,2, \ldots, p
$$

are smooth functions, it follows from (2.9) that

$$
f_{p+1}(x):=\lim _{t \rightarrow 0^{+}} F_{p+1}(x, t)=b_{p+1}^{-1} \lim _{t \rightarrow 0^{+}} \Phi^{*}\left(x, y_{p+1}, t, s_{1}\right)-b_{p+1}^{-1} \sum_{k=1}^{p} b_{k} f_{k}(x)
$$

is a smooth function since $\Phi^{*}$ satisfies (2.3).
Changing the roles of $F_{k}$ and $G_{k}$ for $k=1,2, \ldots, m$, we obtain, for each $k=1,2, \ldots, m$,

$$
\begin{equation*}
g_{k}(y):=\lim _{t \rightarrow 0^{+}} G_{k}(y, t) \tag{2.13}
\end{equation*}
$$

is a smooth function. Finally, letting $t, s \rightarrow 0^{+}$in (1.1) we get (2.6). This completes the proof.

If the functions $\Phi, F_{k}, G_{k}, k=1,2, \ldots, m$, in Theorem 1.1 are independent of the parameters $t$ and $s$, Theorem 1.2 can be stated as follows.

Corollary 2.2. Let $\Phi(x, y)$ be a smooth function of each variable, and let $\left\{F_{1}, \ldots, F_{m}\right\}$ and $\left\{G_{1}, \ldots, G_{m}\right\}$ be linearly independent. Then the solutions $F_{k}, G_{k}, k=1,2, \ldots, m$, of the equation

$$
\begin{equation*}
\Phi(x, y)=\sum_{k=1}^{m} F_{k}(x) G_{k}(y) \tag{2.14}
\end{equation*}
$$

are smooth functions.
Using the above results we obtain the following result in [2].
Theorem 2.3. The locally integrable solutions $f, g, f_{k}, g_{k}: \mathbb{R}^{n} \rightarrow \mathbb{C}, k=$ $1,2 \ldots, m$, of the equation

$$
\begin{equation*}
f(x+y)+g(x-y)=\sum_{k=1}^{m} f_{k}(x) g_{k}(y) \tag{2.15}
\end{equation*}
$$

are smooth functions under the natural assumptions that $\left\{f_{1}, \ldots, f_{m}\right\}$ and $\left\{g_{1}, \ldots, g_{m}\right\}$ are linearly independent.
Proof. We choose a smooth function $\psi$ on $\mathbb{R}^{n}$ such that

$$
\begin{aligned}
& \psi(x) \geq 0 \text { for all } x \in \mathbb{R}^{n} \\
& \operatorname{supp} \psi \subset\left\{x \in \mathbb{R}^{n}:|x| \leq 1\right\}, \\
& \int_{\mathbb{R}^{n}} \psi(x) d x=1
\end{aligned}
$$

and let

$$
\Psi(x, y, t, s):=t^{-n} s^{-n} \psi\left(\frac{x}{t}\right) \psi\left(\frac{y}{s}\right), t, s>0
$$

Convolving $\Psi(x, y, t, s)$ in both sides of (2.15) as a function of $x$ and $y$ we have

$$
\begin{equation*}
\left(f * \psi_{t} * \psi_{s}\right)(x+y)+\left(g * \psi_{t} * \psi_{s}\right)(x-y)=\sum_{k=1}^{m}\left(f_{k} * \psi_{t}\right)(x)\left(g_{k} * \psi_{s}\right)(y) \tag{2.16}
\end{equation*}
$$

Now we let

$$
\begin{align*}
\Phi(x, y, t, s) & =\left(f * \psi_{t} * \psi_{s}\right)(x+y)+\left(g * \psi_{t} * \psi_{s}\right)(x-y),  \tag{2.17}\\
F_{k}(x, t) & =\left(f_{k} * \psi_{t}\right)(x)  \tag{2.18}\\
G_{k}(y, s) & =\left(g_{k} * \psi_{s}\right)(y) \tag{2.19}
\end{align*}
$$

Then it is easy to see that $\Phi, F_{k}, G_{k}, k=1,2 \ldots, m$, satisfy the conditions (2.1) $\sim(2.4)$. Thus it follows from Theorem 2.1 that the initial values

$$
\widetilde{f}_{k}(x):=\lim _{t \rightarrow 0^{+}} F_{k}(x), \widetilde{g}_{k}(x):=\lim _{s \rightarrow 0^{+}} G_{k}(y), \widetilde{\phi}(x, y):=\lim _{t, s \rightarrow 0^{+}} \Phi(x, y, t, s)
$$

are all smooth functions. Now, replacing $x+y$ by $u, x-y$ by $v$ and letting $t, s \rightarrow 0^{+}$in (2.17) we have

$$
\begin{equation*}
\widetilde{\phi}\left(\frac{u+v}{2}, \frac{u-v}{2}\right)=\widetilde{f}(u)+g(v) \tag{2.20}
\end{equation*}
$$

for all $u \in \mathbb{R}^{n}$ and for all $v \in \mathbb{R}^{n}$ such that $\lim _{t \rightarrow 0^{+}}\left(g * \psi_{t}\right)(v)=g(v)$, where

$$
\widetilde{f}(u)=\lim _{t, s \rightarrow 0^{+}}\left(f * \psi_{t} * \psi_{s}\right)(u)
$$

Thus, in view of (2.20), $\widetilde{f}$ is a smooth function and so is $\widetilde{g}(x):=\lim _{t, s \rightarrow 0^{+}}(g *$ $\left.\psi_{t} * \psi_{s}\right)(x)$. Letting $t, s \rightarrow 0^{+}$in (2.16) we have

$$
\begin{equation*}
\widetilde{f}(x+y)+\widetilde{g}(x-y)=\sum_{k=1}^{m} \widetilde{f}_{k}(x) \widetilde{g}_{k}(y) \tag{2.21}
\end{equation*}
$$

Note that there exists $\Omega \subset \mathbb{R}^{n}$ with the Lebesgue measure $m\left(\Omega^{c}\right)=0$ such that

$$
\widetilde{f}(x)=f(x), \widetilde{g}(x)=g(x), \widetilde{f}_{k}(x)=f_{k}(x), \widetilde{g}_{k}(x)=g_{k}(x)
$$

for all $x \in \Omega$ and $k=1,2, \ldots, m$. For given $z \in \mathbb{R}^{n}$, choose $\omega \in(z-2 \Omega) \cap(2 \Omega-$ $z) \cap \Omega$ and put $x=\frac{1}{2}(z+\omega), y=\frac{1}{2}(z-\omega)$, where $z-2 \Omega=\{z-2 \omega: \omega \in \Omega\}$, $2 \Omega-z=\{2 \omega-z: \omega \in \Omega\}$. Then we have

$$
\begin{equation*}
\widetilde{f}(z)+g(x-y)=\sum_{k=1}^{m} f_{k}(x) g_{k}(y) \tag{2.22}
\end{equation*}
$$

since $x, y, x-y \in \Omega$. In view of (2.15) and (2.22) we have $\tilde{f}(x)=f(x)$ for all $x \in \mathbb{R}^{n}$. Similarly we can show that $\widetilde{g}(x)=g(x)$ for all $x \in \mathbb{R}^{n}$. Thus we have proved that $f$ and $g$ are smooth functions. Finally, applying Corollary 2.2 we obtain that $f_{k}, g_{k}, k=1,2, \ldots, m$ are smooth functions. This completes the proof.

Remark. As a generalization of the equation (1.2), Aczél and J. K. Chung introduced the following functional equation [2]

$$
\begin{equation*}
\sum_{j=1}^{l} h_{j}\left(a_{j} x+b_{j} y\right)=\sum_{k=1}^{m} f_{k}(x) g_{k}(y) \tag{2.23}
\end{equation*}
$$

where $h_{j}, f_{k}, g_{k}: \mathbb{R} \rightarrow \mathbb{C}, a_{j}, b_{j} \in \mathbb{R}, a_{j} b_{j} \neq 0, a_{i} b_{j} \neq a_{j} b_{i}$ for all $i \neq j, i, j=$ $1, \ldots, l, k=1, \ldots, m$, and $\left\{g_{1}, \ldots, g_{m}\right\}$ and $\left\{h_{1}, \ldots, h_{m}\right\}$ are linearly independent.

Using the same approach as in the proof of Theorem 2.3, we obtain the equation

$$
\begin{equation*}
\sum_{j=1}^{l}\left(h_{j} * \psi_{t, a_{j}} * \psi_{s, b_{j}}\right)\left(a_{j} x+b_{j} y\right)=\sum_{k=1}^{m}\left(f_{k} * \psi_{t}\right)(x)\left(g_{k} * \psi_{s}\right)(y) \tag{2.24}
\end{equation*}
$$

instead of $(2,16)$, and the equation (2.17) is replaced by

$$
\begin{equation*}
\Phi(x, y, t, s)=\sum_{j=1}^{l}\left(h_{j} * \psi_{t, a_{j}} * \psi_{s, b_{j}}\right)\left(a_{j} x+b_{j} y\right) \tag{2.25}
\end{equation*}
$$

where $\psi_{t, a}(x)=a^{-1} \psi_{t}\left(a^{-1} x\right)$ for $a=a_{j}, b_{j}, j=1,2, \ldots, l$. Now, as in [5], letting $s \rightarrow 0^{+}$in (2.25), replacing $x$ by $a_{i}^{-1}\left(x-b_{i} y\right)$, multiplying $\psi_{s}(y)$, integrating with respect to $y$, and letting $t \rightarrow 0^{+}$we have

$$
\begin{equation*}
\widetilde{h}_{i}(x):=-\sum_{j \neq i}\left(h_{j} * \psi_{s, c_{j}}\right)(x)+\sum_{k=1}^{m} \int \widetilde{\phi}\left(a_{i}^{-1} x-a_{i}^{-1} b_{i} y, y\right) \psi_{s}(y) d y \tag{2.26}
\end{equation*}
$$

where $c_{j}=a_{i}^{-1}\left(b_{i} a_{j}-a_{i} b_{j}\right)$ for all $1 \leq j \leq l, j \neq i, \widetilde{h}_{j}(x)=\lim _{t \rightarrow 0^{+}}\left(h_{j} *\right.$ $\left.\psi_{t, a_{j}}\right)(u)$ and $\widetilde{\phi}$ is defined as in Theorem 2.3. Thus $\widetilde{h}_{j}$ is smooth function for each $j=1,2, \ldots, l$. Letting $t, s \rightarrow 0^{+}$in (2.24) we have

$$
\begin{equation*}
\sum_{j=1}^{l} \widetilde{h}_{j}\left(a_{j} x+b_{j} y\right)=\sum_{k=1}^{m} \widetilde{f}_{k}(x) \widetilde{g}_{k}(y) \tag{2.27}
\end{equation*}
$$

Let $\Omega \subset \mathbb{R}$ such that Lebesgue measure $m\left(\Omega^{c}\right)=0$ and for all $x \in \Omega$,

$$
\widetilde{f}_{k}(x)=f_{k}(x), \widetilde{g}_{k}(x)=g_{k}(x), \widetilde{h}_{j}(x)=h_{j}(x), k=1,2, \ldots, m, j=1,2, \ldots, l .
$$

For each fixed $i, 1 \leq i \leq l$, and $z \in \mathbb{R}$, choose

$$
\omega \in \bigcap_{1 \leq j \leq l, j \neq i}\left[\frac{2 a_{i} b_{i}}{a_{j} b_{i}-a_{i} b_{j}} \Omega-\left(\frac{a_{j} b_{i}+a_{i} b_{j}}{a_{j} b_{i}-a_{i} b_{j}}\right) z\right] \cap \Omega
$$

and put in (2.23),

$$
x=\frac{1}{2 a_{i}}(z+\omega), \quad y=\frac{1}{2 b_{i}}(z-\omega),
$$

where for $\alpha, \beta \in \mathbb{R}$ we denote by $\alpha \Omega+\beta=\{\alpha \omega+\beta: \omega \in \Omega\}$. Then it is obvious that $a_{i} x+b_{i} y=z$ and $x, y, a_{j} x+b_{j} y \in \Omega$ for all $1 \leq j \leq l, j \neq i$. Thus we have

$$
\begin{equation*}
h_{i}(z)+\sum_{j \neq i} \widetilde{h}_{j}\left(a_{j} x+b_{j} y\right)=\sum_{k=1}^{m} \widetilde{f}_{k}(x) \widetilde{g}_{k}(y) . \tag{2.28}
\end{equation*}
$$

In view of (2.23) and (2.28), we have $h_{i}=\tilde{h}_{i}$. Thus $h_{j}$ are smooth functions for all $j=1,2, \ldots, l$. Thus we have the following result.

Theorem 2.4. The locally integrable solutions $h_{j}, g, f_{k}, g_{k}: \mathbb{R}^{n} \rightarrow \mathbb{C}, j=$ $1,2, \ldots, l, k=1,2 \ldots, m$, of the equation (2.23) are smooth functions under the conditions that $\left\{f_{1}, \ldots, f_{m}\right\}$ and $\left\{g_{1}, \ldots, g_{m}\right\}$ are linearly independent.

Examples. The following functional equations are typical examples of the equation (1.2).

$$
\begin{equation*}
f(x+y)+f(x-y)-2 f(x)-2 g(y)=0 \tag{2.29}
\end{equation*}
$$

$$
\begin{align*}
& f(x+y)+f(x-y)-2 f(x) f(y)=0  \tag{2.30}\\
& f(x+y)+f(x-y)-2 f(x) g(y)=0  \tag{2.31}\\
& f\left(\frac{x+y}{2}\right)-f\left(\frac{x-y}{2}\right)-g(x) g(y)=0  \tag{2.32}\\
& f(x-y)-f(x) f(y)-g(x) g(y)=0 \tag{2.33}
\end{align*}
$$

where $f, g: \mathbb{R}^{n} \rightarrow \mathbb{C}$. As a consequence of our result the Lebesgue integrable solutions of the equations $(2.29) \sim(2.33)$ are smooth functions. Now, it can be verified that the smooth solutions $f, g$ of the equations $(2.29) \sim(2.33)$ are given, respectively, by

$$
\begin{align*}
& g(x)=\sum_{1 \leq j \leq k \leq n} a_{j k} x_{j} x_{k}  \tag{2.34}\\
& f(x)=\sum_{1 \leq j \leq k \leq n} a_{j k} x_{j} x_{k}+\sum_{j=1}^{n} b_{j} x_{j}+d \\
& f(x)=\cos \left(a_{1} x_{1}+\cdots+a_{n} x_{n}\right)  \tag{2.35}\\
& g(x)=\cos \left(a_{1} x_{1}+\cdots+a_{n} x_{n}\right)  \tag{2.36}\\
& f(x)=c_{1} \cos \left(a_{1} x_{1}+\cdots+a_{n} x_{n}\right)+c_{2} \sin \left(a_{1} x_{1}+\cdots+a_{n} x_{n}\right), \\
& g(x)=c \sin \left(a_{1} x_{1}+\cdots+a_{n} x_{n}\right)  \tag{2.37}\\
& f(x)=c^{2} \sin ^{2}\left(a_{1} x_{1}+\cdots+a_{n} x_{n}\right)+d,
\end{align*}
$$

or

$$
\begin{align*}
& g(x)=a_{1} x_{1}+\cdots+a_{n} x_{n}, \\
& f(x)=\left(a_{1} x_{1}+\cdots+a_{n} x_{n}\right)^{2}+d, \\
& g(x)=\sin \left(a_{1} x_{1}+\cdots+a_{n} x_{n}\right),  \tag{2.38}\\
& f(x)=\cos \left(a_{1} x_{1}+\cdots+a_{n} x_{n}\right),
\end{align*}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right)$ and all the coefficients are complex numbers.

## 3. Functional equations in Gelfand-Shilov generalized functions

We briefly introduce the space $\mathcal{G}\left(\mathbb{R}^{n}\right)$ of generalized function of Gelfand and Shilov. Here we use the following notations: $|x|=\sqrt{x_{1}^{2}+\ldots+x_{n}^{2}},|\alpha|=$ $\alpha_{1}+\cdots+\alpha_{n}, \alpha!=\alpha_{1}!\cdots \alpha_{n}!, x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{n}^{a_{n}}$ and $\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \cdots \partial_{n}^{\alpha_{n}}$ for $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}_{0}^{n}$, where $\mathbb{N}_{0}$ is the set of nonnegative integers and $\partial_{j}=\frac{\partial}{\partial x_{j}}$.
Definition 3.1 ([11]). We denote by $\mathcal{G}$ or $\mathcal{G}\left(\mathbb{R}^{n}\right)$ the Gelfand space of all infinitely differentiable functions $\varphi$ in $\mathbb{R}^{n}$ such that

$$
\|\varphi\|_{h, k}=\sup _{x \in \mathbb{R}^{n}, \alpha, \beta \in \mathbb{N}_{0}^{n}} \frac{\left|x^{\alpha} \partial^{\beta} \varphi(x)\right|}{h^{|\alpha|} k^{|\beta|} \alpha!^{1 / 2} \beta!^{1 / 2}}<\infty
$$

for some $h, k>0$. We say that $\varphi_{j} \longrightarrow 0$ as $j \rightarrow \infty$ if $\left\|\varphi_{j}\right\|_{h, k} \longrightarrow 0$ as $j \rightarrow \infty$ for some $h, k$, and denote by $\mathcal{G}^{\prime}$ the dual space of $\mathcal{G}$ and call its elements Gelfand generalized functions.

It is known that the space $\mathcal{G}\left(\mathbb{R}^{n}\right)$ consists of all infinitely differentiable functions $\varphi(x)$ on $\mathbb{R}^{n}$ which can be extended to an entire function on $\mathbb{C}^{n}$ satisfying

$$
\begin{equation*}
|\varphi(x+i y)| \leq C \exp \left(-a|x|^{2}+b|y|^{2}\right) \tag{3.1}
\end{equation*}
$$

for some $a, b, C>0$ (see [11]). In view of (3.1) it is easy to see that the $n$-dimensional heat kernel $E_{t}(x)$ given by

$$
E_{t}(x)=(4 \pi t)^{-n / 2} \exp \left(-|x|^{2} / 4 t\right), t>0
$$

belongs to the Gelfand space $\mathcal{G}\left(\mathbb{R}^{n}\right)$ for each $t>0$.
We briefly introduce some basic operations on the spaces of the generalized functions.

Definition 3.2. Let $u_{j} \in \mathcal{G}^{\prime}\left(\mathbb{R}^{n_{j}}\right)$ for $j=1,2$, with $n_{1} \geq n_{2}$, and let $\lambda$ : $\mathbb{R}^{n_{1}} \rightarrow \mathbb{R}^{n_{2}}$ be a smooth function such that for each $x \in \mathbb{R}^{n_{1}}$, the Jacobian matrix $\nabla \lambda(x)$ of $\lambda$ at $x$ has rank $n_{2}$. Then there exists a unique continuous linear map $\lambda^{*}: \mathcal{G}^{\prime}\left(\mathbb{R}^{n_{2}}\right) \rightarrow \mathcal{G}^{\prime}\left(\mathbb{R}^{n_{1}}\right)$ such that $\Lambda^{*} u=u \circ \lambda$ when $u$ is a continuous function. We call $\lambda^{*} u$ the pullback of $u$ by $\lambda$ and often denoted by $u \circ \lambda$.

In particular if $\lambda$ is a diffeomorphism (a bijection with $\lambda, \lambda^{-1}$ smooth functions) the pullback $u \circ \lambda$ can be written as follows:

$$
\begin{equation*}
\langle u \circ \lambda, \varphi\rangle=\left\langle u,\left(\varphi \circ \lambda^{-1}\right)(x)\right| \nabla \lambda^{-1}(x)| \rangle . \tag{3.2}
\end{equation*}
$$

Definition 3.3. Let $u_{j} \in \mathcal{G}^{\prime}\left(\mathbb{R}^{n_{j}}\right), j=1,2$. Then the tensor product $u_{1} \otimes u_{2}$ of $u_{1}$ and $u_{2}$ is defined by

$$
\left\langle u_{1} \otimes u_{2}, \varphi\left(x_{1}, x_{2}\right)\right\rangle=\left\langle u_{1},\left\langle u_{2}, \varphi\left(x_{1}, x_{2}\right)\right\rangle\right\rangle, \quad \varphi\left(x_{1}, x_{2}\right) \in C_{c}^{\infty}\left(\mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}\right) .
$$

The tensor product $u_{1} \otimes u_{2}$ belongs to $\mathcal{D}^{\prime}\left(\mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}\right)$.
For more details of pullbacks and tensor products of distributions we refer the reader to Chapter VI of [12].

Now we consider the functional equation

$$
\begin{equation*}
u \circ L_{1}+v \circ L_{2}=\sum_{k=1}^{m} u_{k} \otimes v_{k} \tag{3.3}
\end{equation*}
$$

where $u, v, u_{k}, v_{k} \in \mathcal{G}\left(\mathbb{R}^{n}\right)$, and $\circ$ denotes the pullback, $\otimes$ denotes the tensor product of generalized functions, and $L_{1}(x, y)=x+y, L_{2}(x, y)=x-y$.

Theorem 3.4. The solutions $u, v, u_{k}, v_{k} \in \mathcal{G}\left(\mathbb{R}^{n}\right), k=1, \ldots, m$, of the equation (3.3) are smooth functions satisfying the classical functional equation (1.1).

Proof. We employ the heat kernel $E_{t}$ defined by

$$
E_{t}(x)=(4 \pi t)^{-n / 2} \exp \left(-|x|^{2} / 4 t\right), \quad t>0
$$

Let $u \in \mathcal{G}\left(\mathbb{R}^{n}\right)$. Then, for each $t>0,\left(u * E_{t}\right)(x):=\left\langle u_{y}, E_{t}(x-y)\right\rangle$ is a smooth function of $x$. Convolving the tensor product $E_{t}(x) E_{s}(y)$ in both sides of (3.1) we have

$$
\begin{aligned}
{\left[\left(u \circ L_{1}\right) *\left(E_{t}(x) E_{s}(y)\right)\right](\xi, \eta) } & =\left\langle u \circ L_{1}, E_{t}(\xi-x) E_{s}(\eta-y)\right\rangle \\
& =\left\langle u, \int E_{t}(\xi-x+y) E_{s}(\eta-y) d y\right\rangle \\
& =\left\langle u,\left(E_{t} * E_{s}\right)(\xi+\eta-x)\right\rangle \\
& =\left\langle u, E_{t+s}(\xi+\eta-x)\right\rangle \\
& =\left(u * E_{t+s}\right)(\xi+\eta) .
\end{aligned}
$$

Similarly we have

$$
\left[\left(v \circ L_{2}\right) *\left(E_{t}(x) E_{s}(y)\right)\right](\xi, \eta)=\left(v * E_{t+s}\right)(\xi-\eta)
$$

and

$$
\left[\left(u_{k} \otimes v_{k}\right) *\left(E_{t}(x) E_{s}(y)\right)\right](\xi, \eta)=\left(u_{k} * E_{t}\right)(\xi)\left(v_{k} * E_{s}\right)(\eta)
$$

for all $k=1, \ldots, m$. Thus the equation (3.1) is converted to the functional equation of the form

$$
\begin{equation*}
\Phi(x, y, t, s)=\sum_{k=1}^{m} U_{k}(x, t) V_{k}(y, s), \tag{3.4}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi(x, y, t, s) & =\left(u * E_{t+s}\right)(x+y)+\left(v * E_{t+s}\right)(x-y),  \tag{3.5}\\
U_{k}(x, t) & =\left(u_{k} * E_{t}\right)(x),  \tag{3.6}\\
V_{k}(x, t) & =\left(v_{k} * E_{s}\right)(y) \tag{3.7}
\end{align*}
$$

for all $k=1,2, \ldots, m$. Applying Theorem 2.1 we obtain the result.
Combined with the result of Aczél and Chung [2] we have the following corollary as a consequence of the above result.

Corollary 3.5. Every solution $u, v, u_{k}, v_{k} \in \mathcal{G}(\mathbb{R}), k=1, \ldots, m$, of the equation (3.3) has the form of exponential polynomials

$$
\sum_{k=1}^{q} e^{r_{k} x} p_{k}(x)
$$

where $r_{k} \in \mathbb{C}$ and $p_{k}{ }^{\prime}$ s are polynomials for all $k=1,2, \ldots, q$.
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