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#### Abstract

We first study the generalized Fourier-Gauss transforms of functionals defined on the complexification $\mathcal{B}_{\mathbf{C}}$ of an abstract Wiener space $(\mathcal{H}, \mathcal{B}, \nu)$. Secondly, we introduce a new class of convolution products of functionals defined on $\mathcal{B}_{\mathbf{C}}$ and study several properties of the convolutions. Then we study various relations among the first variation, the convolutions, and the generalized Fourier-Gauss transforms.


## 1. Introduction

In [1], Cameron introduced a transform of functionals defined on the complexification $K_{0}[0, T]$ of the Wiener space $C_{0}[0, T]$ which is called the FourierWiener transform, and later it was modified by Cameron and Martin in [3]. More precisely, for a functional $F$ defined on $K_{0}[0, T]$, the Fourier-Wiener transform $\mathcal{G}_{1, i} F$ of $F$ is defined by

$$
\mathcal{G}_{1, i} F(y)=\int_{C_{0}[0 . T]} F(x+i y) m(d x), \quad y \in K_{0}[0, T]
$$

whenever it exists, where $m$ is the Wiener measure, and the modified FourierWiener transform $\mathcal{G}_{\sqrt{2}, i} F$ of a functional $F$ defined on $K_{0}[0, T]$ is defined by

$$
\mathcal{G}_{\sqrt{2}, i} F(y)=\int_{C_{0}[0 . T]} F(\sqrt{2} x+i y) m(d x), \quad y \in K_{0}[0, T]
$$

if the integral exists. Also, in [7], Gross introduced $\nu_{t}$-convolution defined by

$$
\left(\nu_{t} F\right)(y)=\mathcal{G}_{\sqrt{t}, 1} F(y)=\int_{\mathcal{B}} F(\sqrt{t} x+y) \nu(d x)
$$
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for certain functional $F$ defined on $\mathcal{B}$, where $(\mathcal{H}, \mathcal{B}, \nu)$ is an abstract Wiener space, and then Lee in [15] introduced an integral transform $\mathcal{G}_{\alpha, \beta} F$ of a functional $F$ defined on the complexification $\mathcal{B}_{\mathbf{C}}$ of the abstract Wiener space $(\mathcal{H}, \mathcal{B}, \nu)$ and then $\mathcal{G}_{\alpha, \beta} F$ is called the Fourier-Gauss transform (see, [5, 9, 14] and the references are cited there in) of $F$ which is defined by

$$
\mathcal{G}_{\alpha, \beta} F(y)=\int_{\mathcal{B}} F(\alpha x+\beta y) \nu(d x), \quad y \in \mathcal{B}_{\mathbf{C}}
$$

whenever it exists, where $\alpha, \beta \in \mathbf{C}$. In [5], the Fourier-Gauss transform was generalized by Chung and Ji in white noise distribution theory (see, $[8,14,16]$ ) which, in the abstract Wiener space, can be defined by

$$
\mathcal{G}_{A, B} F(y)=\int_{\mathcal{B}} F(A x+B y) \nu(d x), \quad y \in \mathcal{B}_{\mathbf{C}}
$$

whenever it exists, where $A$ and $B$ are continuous linear operators from $\mathcal{B}_{\mathbf{C}}$ into itself, and called the generalized Fourier-Gauss transform. Recently, in [12], Ji and Obata investigated that the generalized Fourier-Gauss transforms play an important role for the Bogoliubov transforms.

On the other hand, Yeh in [17] introduced a convolution product $F_{1} * F_{2}$ of functionals $F_{1}$ and $F_{2}$ defined on $K_{0}[0, T]$ by

$$
\left(F_{1} * F_{2}\right)(y)=\int_{C_{0}[0, T]} F_{1}\left(\frac{x+y}{\sqrt{2}}\right) F_{2}\left(\frac{x-y}{\sqrt{2}}\right) m(d x), \quad y \in K_{0}[0, T]
$$

whenever it exists, and studied an interesting relation between the FourierWiener transform and the convolution product:

$$
\mathcal{G}_{1, i}\left(F_{1} * F_{2}\right)(x)=\left(\mathcal{G}_{1, i} F_{1}\right)(y / \sqrt{2})\left(\mathcal{G}_{1, i} F_{2}\right)(-y / \sqrt{2}), \quad y \in K_{0}[0, T]
$$

for functionals $F_{1}$ and $F_{2}$ in a certain class of functionals defined on $K_{0}[0, T]$. Then the Yeh's results were extended to the abstract Wiener space by Yoo in [18]. For the study of various relations between the convolution product and the analytic Fourier-Feynman transform, we refer to [4, 10].

Main purposes of this paper are three folds. We first study the generalized Fourier-Gauss transform of functionals defined on $\mathcal{B}_{\mathbf{C}}$ (see Section 3). Secondly, we introduce a new class of convolutions $F_{1} *_{A, B, C, D} F_{2}$ of functionals $F_{1}$ and $F_{2}$ defined on $\mathcal{B}_{\mathbf{C}}$ which is defined by

$$
\left(F_{1} *_{A, B, C, D} F_{2}\right)(x)=\int_{\mathcal{B}} F_{1}(A x+B y) F_{2}(C x+D y) \nu(d y), \quad x \in \mathcal{B}_{\mathbf{C}}
$$

whenever the integral exists, where $A, B, C, D$ are continuous linear operators from $\mathcal{B}_{\mathbf{C}}$ into itself, and then we study several properties of the convolutions (see Section 4). Finally, we study various relations among the first variation, the convolutions and the generalized Fourier-Gauss transforms (see Section 5).

The study of several relations between the first variation, the convolutions and the analytic Fourier-Feynman transform are now in progress.

## 2. Abstract Wiener space

In this section, we shall briefly recall of concepts, notations and known results in the abstract Wiener space $[7,13]$. Let $(\mathcal{H}, \mathcal{B}, \nu)$ be an abstract Wiener space, i.e., $\mathcal{H}$ is a real (separable) Hilbert space, $\mathcal{B}$ is a real Banach space which is the completion of $\mathcal{H}$ with respect to a weaker (measurable) norm $\|\cdot\|_{\mathcal{B}}$ than the norm on the Hilbert norm, and $\nu$ is the standard Gaussian measure on $\mathcal{B}$. The strong dual space of $\mathcal{B}$ is denoted by $\mathcal{B}^{*}$. Let $\mathcal{B}_{\mathbf{C}}=\{x+i y \mid x, y \in \mathcal{B}\}$ be the complexification of $\mathcal{B}$. For each $x \in \mathcal{B}, h \in \mathcal{B}^{*},\langle x, h\rangle$ is well-defined Gaussian random variable with mean 0 and variance $\|h\|_{\mathcal{H}}^{2}$, where $\langle\cdot, \cdot\rangle$ is the complex bilinear form on $\mathcal{B}_{\mathbf{C}} \times \mathcal{B}_{\mathrm{C}}^{*}$.

For each $m \geq 0$, let $\mathcal{E}_{a}(m)$ be the class of functions $\phi$ on $\mathcal{B}_{\mathbf{C}}$ satisfying that
(i) for each $x, y \in \mathcal{B}_{\mathbf{C}}, \phi(x+\lambda y)$ is an entire function of $\lambda \in \mathbf{C}$;
(ii) the norm

$$
\|\phi\|_{m}=\sup _{x \in \mathcal{B}_{\mathbf{C}}}|\phi(x)| \exp \left\{-m\|x\|_{\mathcal{B}_{\mathbf{C}}}\right\}
$$

is finite, where $\|\cdot\|_{\mathcal{B}_{\mathbf{C}}}$ is the norm on $\mathcal{B}_{\mathbf{C}}$.
For each $\xi$ in $\mathcal{B}_{\mathbf{C}}^{*}$, consider the function $e^{\langle\cdot, \xi\rangle}$ defined on $\mathcal{B}_{\mathbf{C}}$. Then

$$
\left|e^{\langle x, \xi\rangle}\right| \leq e^{\|x\|_{\mathcal{B}_{\mathbf{C}}}\|\xi\|}
$$

and so for any $m \geq\|\xi\|$

$$
\left\|e^{\langle\cdot, \xi\rangle}\right\|_{m} \leq \sup _{x \in \mathcal{B}_{\mathbf{C}}} e^{(\|\xi\|-m)\|x\|_{\mathcal{B}_{\mathbf{C}}}} \leq 1
$$

and $e^{\langle\cdot, \xi\rangle}$ in $\mathcal{E}_{a}(m)$.
For each $0 \leq m \leq n$, we have

$$
\|\phi\|_{n}=\sup _{x \in \mathcal{B}_{\mathbf{C}}}|\phi(x)| e^{-n\|x\|_{\mathcal{B}_{\mathbf{C}}}} \leq \sup _{x \in \mathcal{B}_{\mathbf{C}}}|\phi(x)| e^{-m\|x\|_{\mathcal{B}_{\mathbf{C}}}} \leq\|\phi\|_{m}
$$

and so, $\mathcal{E}_{a}(m) \subset \mathcal{E}_{a}(n)$. Put

$$
\mathcal{E}_{a} \equiv \operatorname{ind}_{m \rightarrow \infty} \lim _{\mathcal{E}_{a}}(m)
$$

Then for any $\xi \in \mathcal{B}_{\mathbf{C}}^{*}, e^{\langle\cdot, \xi\rangle} \in \mathcal{E}_{a}$ and the exponential vector (or coherent state) $\phi_{\xi}$ is defined by

$$
\phi_{\xi}=e^{\langle, \xi\rangle-\frac{1}{2}\langle\xi, \xi\rangle} .
$$

Then $\phi_{\xi} \in \mathcal{E}_{a}$ and $\left\{\phi_{\xi} \mid \xi \in \mathcal{B}_{\mathbf{C}}^{*}\right\}$ spans a dense subspace of $\mathcal{E}_{a}$, see Corollary 3.3.8 in [16].

Theorem 2.1 (Fernique Theorem). There exists $\beta>0$ such that

$$
\int_{\mathcal{B}} \exp \left(\beta\|x\|_{\mathcal{B}_{\mathbf{C}}}^{2}\right) \nu(d x)<\infty
$$

By Theorem 2.1, the following corollary is immediate.
Corollary 2.2. $\int_{\mathcal{B}} \exp \left(\beta\|x\|_{\mathcal{B}_{\mathbf{C}}}\right) \nu(d x)<\infty$ for all $\beta>0$.

## 3. Generalized Fourier-Gauss transform

Let $\mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right)$ denote the space of all continuous linear operators on $\mathcal{B}_{\mathbf{C}}$. Let $S$ and $T$ be in $\mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right)$. Now, we study the generalized Fourier-Gauss transform introduced in [5].
Definition 3.1. Let $\phi$ be a functional defined on $\mathcal{B}_{\mathbf{C}}$ and $S, T \in \mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right)$. Then the generalized Fourier-Gauss transform $\mathcal{G}_{S, T} \phi$ of $\phi$ is defined by

$$
\mathcal{G}_{S, T} \phi(x) \equiv \int_{\mathcal{B}} \phi(S x+T y) \nu(d y), \quad x \in \mathcal{B}_{\mathbf{C}}
$$

whenever it exists.
Note that for each $S, T \in \mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right), \phi \in \mathcal{E}_{a}(m)$ and $x \in \mathcal{B}_{\mathbf{C}}$, we have

$$
\int_{\mathcal{B}}|\phi(S x+T y)| \nu(d y) \leq\|\phi\|_{m} e^{m\|S\|\|x\|_{\mathcal{B}_{\mathbf{C}}}} \int_{\mathcal{B}}\left(e^{m\|T\|\|y\|_{\mathcal{B}}}\right) \nu(d y)
$$

and then by Corollary 2.2, the last integral is finite. Therefore, for each $x \in \mathcal{B}_{\mathbf{C}}$, the integral $\int_{\mathcal{B}} \phi(S x+T y) \nu(d y)$ exists, and so the generalized Fourier-Gauss transform $\mathcal{G}_{S, T} \phi$ of $\phi \in \mathcal{E}_{a}(m)$ is well-defined.

Theorem 3.2. Let $S, T \in \mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right)$. Then for each $m, n \geq 0$ such that $m\|S\| \leq n$, the generalized Fourier-Gauss transform $\mathcal{G}_{S, T}$ is continuous linear from $\mathcal{E}_{a}(m)$ into $\mathcal{E}_{a}(n)$.

Proof. For each $\phi \in \mathcal{E}_{a}(m)$, we have

$$
\begin{aligned}
\left\|\mathcal{G}_{S, T} \phi\right\|_{n} & =\sup _{x \in \mathcal{B}_{\mathbf{C}}}\left|\mathcal{G}_{S, T} \phi(x)\right| e^{-n\|x\|_{\mathcal{B}_{\mathbf{C}}}} \\
& \leq \sup _{x \in \mathcal{B}_{\mathbf{C}}}\left(\int_{\mathcal{B}}\|\phi\|_{m}\left(e^{m\|S x+T y\|_{\mathcal{B}_{\mathbf{C}}}}\right) \nu(d y)\right) e^{-n\|x\|_{\mathcal{B}_{\mathbf{C}}}} \\
& \leq\|\phi\|_{m}\left(\sup _{x \in \mathcal{B}_{\mathbf{C}}} e^{(m\|S\|-n)\|x\|_{\mathcal{B}_{\mathbf{C}}}}\right) \int_{\mathcal{B}}\left(e^{m\|T\|\|y\|_{\mathcal{B}_{\mathbf{C}}}}\right) \nu(d y) .
\end{aligned}
$$

Since $m\|S\|-n \leq 0$,

$$
\left\|\mathcal{G}_{S, T} \phi\right\|_{n} \leq\left(\int_{\mathcal{B}}\left(e^{m\|T\|\|y\|_{\mathcal{B}_{\mathbf{C}}}}\right) \nu(d y)\right)\|\phi\|_{m}
$$

and so, by Corollary 2.2, $\mathcal{G}_{S, T}$ is continuous from $\mathcal{E}_{a}(m)$ into $\mathcal{E}_{a}(n)$.
Theorem 3.3. Let $S, T \in \mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right)$. The generalized Fourier-Gauss transform $\mathcal{G}_{S, T}$ is continuous linear from $\mathcal{E}_{a}$ into itself.

Proof. The proof is immediate by Theorem 3.2.
Proposition 3.4. For each $S, T \in \mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right)$ and $\phi_{\xi} \in \mathcal{E}_{a}$, the generalized Fourier-Gauss transform $\mathcal{G}_{S, T} \phi_{\xi}$ of $\phi_{\xi}$ is given by

$$
\begin{equation*}
\mathcal{G}_{S, T} \phi_{\xi}(x)=e^{\left\langle x, S^{*} \xi\right\rangle+\frac{1}{2}\left\langle\left(T T^{*}-I\right) \xi, \xi\right\rangle}=e^{\frac{1}{2}\left\langle\left(S S^{*}+T T^{*}-I\right) \xi, \xi\right\rangle} \phi_{S^{*} \xi}(x) . \tag{3.1}
\end{equation*}
$$

Proof. The proof is straightforward.

## 4. Convolutions and generalized Fourier-Gauss transforms

Let $A, B, C, D \in \mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right)$. We introduce a new class of convolutions of functionals on $\mathcal{B}_{\mathbf{C}}$, and study various relations between the convolutions and the generalized Fourier-Gauss transforms.

Definition 4.1. Let $\phi$ and $\psi$ be functionals defined on $\mathcal{B}_{\mathbf{C}}$. Then the convolution $\phi *_{A, B, C, D} \psi$ of $\phi$ and $\psi$ is defined by

$$
\phi *_{A, B, C, D} \psi(x) \equiv \int_{\mathcal{B}} \phi(A x+B y) \psi(C x+D y) \nu(d y), \quad x \in \mathcal{B}_{\mathbf{C}}
$$

whenever it exists.
Lemma 4.2. Let $m_{1}, m_{2} \geq 0$. For each $\phi \in \mathcal{E}_{a}\left(m_{1}\right), \psi \in \mathcal{E}_{a}\left(m_{2}\right)$, the convolution $\phi *_{A, B, C, D} \psi(x)$ is well-defined.

Proof. For each $\phi \in \mathcal{E}_{a}\left(m_{1}\right), \psi \in \mathcal{E}_{a}\left(m_{2}\right)$, we obtain that

$$
|\phi(A x+B y)| \leq\|\phi\|_{m_{1}} e^{m_{1}\|A x+B y\|_{\mathcal{B}_{\mathbf{C}}}} \leq\|\phi\|_{m_{1}} e^{m_{1}\|A\|\|x\|_{\mathcal{B}_{\mathbf{C}}}+m_{1}\|B\|\|y\|_{\mathcal{B}_{\mathbf{C}}}}
$$

and

$$
|\psi(C x+D y)| \leq\|\psi\|_{m_{2}} e^{m_{2}\|C\|\|x\|_{\mathcal{B}_{\mathbf{C}}}+m_{2}\|D\|\|y\|_{\mathcal{B}_{\mathbf{C}}}}
$$

Therefore, we have

$$
\begin{align*}
& \int_{\mathcal{B}}|\phi(A x+B y) \| \psi(C x+D y)| \nu(d y)  \tag{4.2}\\
\leq & \|\phi\|_{m_{1}}\|\psi\|_{m_{2}} e^{\left(m_{1}\|A\|+m_{2}\|C\|\right)\|x\|_{\mathcal{B}_{\mathbf{C}}}} \int_{\mathcal{B}} e^{\left(m_{1}\|B\|+m_{2}\|D\|\right)\|y\|_{\mathcal{B}_{\mathbf{C}}}} \nu(d y)
\end{align*}
$$

Since by Corollary 2.2 the last integral as in (4.2) is finite, the convolution $\phi *_{A, B, C, D} \psi$ is well-defined.

Corollary 4.3. For each $\phi, \psi \in \mathcal{E}_{a}$, the convolution $\phi *_{A, B, C, D} \psi$ is well-defined.
Proof. The proof is immediate by Lemma 4.2.
Theorem 4.4. The convolution $*_{A, B, C, D}$ is separately continuous from $\mathcal{E}_{a} \times \mathcal{E}_{a}$ into $\mathcal{E}_{a}$.
Proof. For each $m, m_{1}, m_{2} \geq 0$ with $m \geq m_{1}\|A\|+m_{2}\|C\|$ and $\phi \in \mathcal{E}_{a}\left(m_{1}\right)$, $\psi \in \mathcal{E}_{a}\left(m_{2}\right)$, we have

$$
\begin{aligned}
& \left\|\phi *_{A, B, C, D} \psi\right\|_{m} \\
= & \sup _{x \in \mathcal{B}_{\mathbf{C}}}\left|\int_{\mathcal{B}} \phi(A x+B y) \psi(C x+D y) \nu(d y)\right| e^{-m\|x\|_{\mathcal{B}_{\mathbf{C}}}} \\
\leq & \sup _{x \in \mathcal{B}_{\mathbf{C}}}\|\phi\|_{m_{1}}\|\psi\|_{m_{2}} e^{\left(m_{1}\|A\|+m_{2}\|C\|-m\right)\|x\|_{\mathcal{B}_{\mathbf{C}}}} \int_{\mathcal{B}} e^{\left(m_{1}\|B\|+m_{2}\|D\|\right)\|y\|_{\mathcal{B}_{\mathbf{C}}}} \nu(d y) \\
\leq & \left(\int_{\mathcal{B}} e^{\left(m_{1}\|B\|+m_{2}\|D\|\right)\|y\|_{\mathcal{B}_{\mathbf{C}}} \nu(d y)}\right)\|\phi\|_{m_{1}}\|\psi\|_{m_{2}}
\end{aligned}
$$

as desired.

Proposition 4.5. For each $\phi_{\xi}, \phi_{\eta} \in \mathcal{E}_{a}$, the convolution $\phi_{\xi} *_{A, B, C, D} \phi_{\eta}$ has the following form:

$$
\begin{equation*}
\phi_{\xi} *_{A, B, C, D} \phi_{\eta}(x)=e^{\left\langle x, A^{*} \xi+C^{*} \eta\right\rangle+\left\langle D B^{*} \xi, \eta\right\rangle+\frac{1}{2}\left\langle\left(B B^{*}-I\right) \xi, \xi\right\rangle+\frac{1}{2}\left\langle\left(D D^{*}-I\right) \eta, \eta\right\rangle . . . ~} \tag{4.3}
\end{equation*}
$$

Proof. The proof is straightforward. In fact, we obtain that

$$
\begin{aligned}
\left(\phi_{\xi} *_{A, B, C, D} \phi_{\eta}\right)(x) & =e^{-\frac{1}{2}\langle\xi, \xi\rangle-\frac{1}{2}\langle\eta, \eta\rangle+\left\langle x, A^{*} \xi+C^{*} \eta\right\rangle} \int_{\mathcal{B}} e^{\left\langle y, B^{*} \xi+D^{*} \eta\right\rangle} \nu(d y) \\
& =e^{\left\langle x, A^{*} \xi+C^{*} \eta\right\rangle+\frac{1}{2}\left\langle B^{*} \xi+D^{*} \eta, B^{*} \xi+D^{*} \eta\right\rangle-\frac{1}{2}\langle\xi, \xi\rangle-\frac{1}{2}\langle\eta, \eta\rangle} \\
& =e^{\left\langle x, A^{*} \xi+C^{*} \eta\right\rangle+\left\langle D B^{*} \xi, \eta\right\rangle+\frac{1}{2}\left\langle\left(B B^{*}-I\right) \xi, \xi\right\rangle+\frac{1}{2}\left\langle\left(D D^{*}-I\right) \eta, \eta\right\rangle}
\end{aligned}
$$

as desired.
Theorem 4.6. The convolution $*_{A, B, C, D}$ is a commutative operation, i.e., $\phi *_{A, B, C, D} \psi=\psi *_{A, B, C, D} \phi$ for $\phi, \psi \in \mathcal{E}_{a}$ if and only if

$$
\begin{equation*}
A=C, \quad B B^{*}=D D^{*}, \quad D B^{*}=B D^{*} \tag{4.4}
\end{equation*}
$$

Moreover, if $A, B, C, D$ are constants, then (4.4) is equivalent to that $A=C$, $B^{2}=D^{2}$.

Proof. The proof is straightforward from Theorem 4.4 and Proposition 4.5.
A relation between the convolution and the generalized Fourier-Gauss transform is studied in Theorem 4.7.

Theorem 4.7. Let $S_{i}, T_{i}, A_{j}, B_{j}, C_{j}, D_{j} \in \mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right), i=1,2,3, j=1,2$. Then for any $\phi, \psi \in \mathcal{E}_{a}$,

$$
\begin{equation*}
\mathcal{G}_{S_{1}, T_{1}}\left(\phi *_{A_{1}, B_{1}, C_{1}, D_{1}} \psi\right)(x)=\left(\mathcal{G}_{S_{2}, T_{2}} \phi *_{A_{2}, B_{2}, C_{2}, D_{2}} \mathcal{G}_{S_{3}, T_{3}} \psi\right)(x) \tag{4.5}
\end{equation*}
$$

if and only if the following conditions are satisfied:
(i) $A_{1} S_{1}=S_{2} A_{2}, C_{1} S_{1}=S_{3} C_{2}$;
(ii) $\left(A_{1} T_{1}\right)\left(A_{1} T_{1}\right)^{*}+B_{1} B_{1}^{*}=\left(S_{2} B_{2}\right)\left(S_{2} B_{2}\right)^{*}+T_{2} T_{2}^{*}$;
(iii) $\left(C_{1} T_{1}\right)\left(C_{1} T_{1}\right)^{*}+D_{1} D_{1}^{*}=\left(S_{3} D_{2}\right)\left(S_{3} D_{2}\right)^{*}+T_{3} T_{3}^{*}$;
(iv) $\left(C_{1} T_{1}\right)\left(A_{1} T_{1}\right)^{*}+D_{1} B_{1}^{*}=\left(S_{3} D_{2}\right)\left(S_{2} B_{2}\right)^{*}$.

Proof. For each $\xi, \eta \in \mathcal{B}_{\mathrm{C}}^{*}$, by (4.3) and (3.1) we have

$$
\begin{align*}
& \mathcal{G}_{S_{1}, T_{1}}\left(\phi_{\xi} *_{A_{1}, B_{1}, C_{1}, D_{1}} \phi_{\eta}\right)(x)  \tag{4.6}\\
= & e^{\left\langle x,\left(A_{1} S_{1}\right)^{*} \xi+\left(C_{1} S_{1}\right)^{*} \eta\right\rangle} \\
& \times e^{\frac{1}{2}\left[\left\langle\left(A_{1} T_{1}\left(A_{1} T_{1}\right)^{*}+B_{1} B_{1}^{*}-I\right) \xi, \xi\right\rangle+\left\langle\left(C_{1} T_{1}\left(C_{1} T_{1}\right)^{*}+D_{1} D_{1}^{*}-I\right) \eta, \eta\right\rangle\right]} \\
& \times e^{\left\langle\left(C_{1} T_{1}\left(A_{1} T_{1}\right)^{*}+D_{1} B_{1}^{*}\right) \xi, \eta\right\rangle}
\end{align*}
$$

and

$$
\begin{align*}
& \left(\mathcal{G}_{S_{2}, T_{2}} \phi_{\xi} *_{A_{2}, B_{2}, C_{2}, D_{2}} \mathcal{G}_{S_{3}, T_{3}} \phi_{\eta}\right)(x)  \tag{4.7}\\
= & e^{\left\langle x,\left(S_{2} A_{2}\right)^{*} \xi+\left(S_{3} C_{2}\right)^{*} \eta\right\rangle}
\end{align*}
$$

$$
\begin{aligned}
& \times e^{\frac{1}{2}\left[\left\langle\left(S_{2} B_{2}\left(S_{2} B_{2}\right)^{*}+T_{2} T_{2}^{*}-I\right) \xi, \xi\right\rangle+\left\langle\left(S_{3} D_{2}\left(S_{3} D_{2}\right)^{*}+T_{3} T_{3}^{*}-I\right) \eta, \eta\right\rangle\right]} \\
& \times e^{\left\langle S_{3} D_{2}\left(S_{3} B_{2}\right)^{*} \xi, \eta\right\rangle}
\end{aligned}
$$

Therefore, by comparing (4.6) and (4.7) the proof is straightforward.
From Theorem 4.7, the following corollary is immediate.
Corollary 4.8. Let $S, T, A_{j}, B_{j}, C_{j}, D_{j} \in \mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right), j=1,2$. Then for any $\phi, \psi \in \mathcal{E}_{a}$,

$$
\begin{equation*}
\mathcal{G}_{S, T}\left(\phi *_{A_{1}, B_{1}, C_{1}, D_{1}} \psi\right)=\left(\mathcal{G}_{S, T} \phi\right) *_{A_{2}, B_{2}, C_{2}, D_{2}}\left(\mathcal{G}_{S, T} \psi\right) \tag{4.8}
\end{equation*}
$$

if and only if the following conditions are satisfied:
(i) $A_{1} S=S A_{2}, C_{1} S=S C_{2}$;
(ii) $\left(A_{1} T\right)\left(A_{1} T\right)^{*}+B_{1} B_{1}^{*}=\left(S B_{2}\right)\left(S B_{2}\right)^{*}+T T^{*}$;
(iii) $\left(C_{1} T\right)\left(C_{1} T\right)^{*}+D_{1} D_{1}^{*}=\left(S D_{2}\right)\left(S D_{2}\right)^{*}+T T^{*}$;
(iv) $\left(C_{1} T\right)\left(A_{1} T\right)^{*}+D_{1} B_{1}^{*}=\left(S D_{2}\right)\left(S B_{2}\right)^{*}$.

Corollary 4.9. Suppose that $*_{A_{i}, B_{i}, C_{i}, D_{i}}, i=1,2$, are commutative operations. Then for any $\phi, \psi \in \mathcal{E}_{a}$,

$$
\mathcal{G}_{S, T}\left(\phi *_{A_{1}, B_{1}, C_{1}, D_{1}} \psi\right)=\left(\mathcal{G}_{S, T} \phi\right) *_{A_{2}, B_{2}, C_{2}, D_{2}}\left(\mathcal{G}_{S, T} \psi\right)
$$

if and only if the following conditions are satisfied:
(i) $A_{1} S=S A_{2}$;
(ii) $\left(A_{1} T\right)\left(A_{1} T\right)^{*}+B_{1} B_{1}^{*}=\left(S B_{2}\right)\left(S B_{2}\right)^{*}+T T^{*}$;
(iii) $\left(C_{1} T\right)\left(A_{1} T\right)^{*}+D_{1} B_{1}^{*}=\left(S D_{2}\right)\left(S B_{2}\right)^{*}$.

Proof. Suppose that $*_{A_{i}, B_{i}, C_{i}, D_{i}}$ are commutative convolutions. Then by Theorem 4.6, the conditions (ii) and (iii) in Corollary 4.8 are equivalent, and the condition (i) in Corollary 4.8 is simplified by (i). Therefore, the proof is immediate form Corollary 4.8.

Corollary 4.10. Let $S, T, A_{j}, B_{j}, C_{j}, D_{j}$ be complex numbers. Then (4.8) holds for any $\phi, \psi \in \mathcal{E}_{a}$ if and only if the following conditions are satisfied:
(i) $A_{1} S=A_{2} S, C_{1} S=C_{2} S$;
(ii) $A_{1}^{2} T^{2}+B_{1}^{2}=S^{2} B_{2}^{2}+T^{2}$;
(iii) $C_{1}^{2} T^{2}+D_{1}^{2}=S^{2} D_{2}^{2}+T^{2}$;
(iv) $A_{1} C_{1} T^{2}+B_{1} D_{1}=S^{2} B_{2} D_{2}$.

In particular, we study the case of $B_{2}=D_{2}=0$ which implies that the convolution $*_{A_{2}, B_{2}, C_{2}, D_{2}}$ coincides with the composition of pointwise product and dilations.

Corollary 4.11. Let $S, T, A_{j}, B_{j}, C_{j}, D_{j}$ be complex numbers and $B_{2}=D_{2}=$ 0 . Then (4.8) holds for any $\phi, \psi \in \mathcal{E}_{a}$ if and only if the following conditions are satisfied:
(i) $A_{1} S=A_{2} S, C_{1} S=C_{2} S$;
(ii) $A_{1}^{2} T^{2}+B_{1}^{2}=T^{2}$;
(iii) $C_{1}^{2} T^{2}+D_{1}^{2}=T^{2}$;
(iv) $A_{1} C_{1} T^{2}+B_{1} D_{1}=0$.

Corollary 4.12. Let $B_{2}=D_{2}=0$ and let $S, T \in \mathbf{C}$ with $S \neq 0$ and $T \neq 0$. Suppose that $0 \neq B_{1} \in \mathbf{C}$ and $A_{1}=\alpha \in \mathbf{C}$. Then (4.8) holds for any $\phi, \psi \in \mathcal{E}_{a}$ if and only if
(4.9) $A_{2}=A_{1}=\alpha, \quad B_{1}^{2}=\left(1-\alpha^{2}\right) T^{2}, C_{1}^{2}=1-\alpha^{2}, \quad C_{2}=C_{1}, \quad D_{1}^{2}=\alpha^{2} T^{2}$.

Proof. Equation (4.8) holds for any $\phi, \psi \in \mathcal{E}_{a}$ if and only if the conditions (i)-(iv) in Corollary 4.11 holds, and then (i) implies that

$$
\begin{equation*}
A_{2}=A_{1}, \quad C_{2}=C_{1} \tag{4.10}
\end{equation*}
$$

since $S \neq 0$. By (iii) and (iv), since $T \neq 0$, the condition $B_{1} \neq 0$ implies that $C_{1} \neq 0$ and so (iv), (ii) and (iii) imply that

$$
\frac{A_{1}}{B_{1}} T^{2}=-\frac{D_{1}}{C_{1}}, \quad \frac{A_{1}^{2}}{B_{1}^{2}} T^{2}=\frac{T^{2}}{B_{1}^{2}}-1, \quad T^{2}+\frac{D_{1}^{2}}{C_{1}^{2}}=\frac{T^{2}}{C_{1}^{2}}
$$

Therefore, we have

$$
\frac{T^{2}}{C_{1}^{2}}=\frac{D_{1}^{2}}{C_{1}^{2}}+T^{2}=\frac{A_{1}^{2}}{B_{1}^{2}} T^{4}+T^{2}=\frac{\alpha^{2}}{B_{1}^{2}} T^{4}+T^{2}
$$

which implies that

$$
C_{1}^{2}=\frac{B_{1}^{2}}{\alpha^{2} T^{2}+B_{1}^{2}} .
$$

On the other hand, by (ii) we have

$$
\begin{equation*}
B_{1}^{2}=\left(1-A_{1}^{2}\right) T^{2}=\left(1-\alpha^{2}\right) T^{2} \tag{4.11}
\end{equation*}
$$

and so

$$
\begin{equation*}
C_{1}^{2}=\frac{\left(1-\alpha^{2}\right) T^{2}}{\alpha^{2} T^{2}+\left(1-\alpha^{2}\right) T^{2}}=1-\alpha^{2} \tag{4.12}
\end{equation*}
$$

Also, by (iii) and (4.12) we have

$$
\begin{equation*}
D_{1}^{2}=\left(1-C_{1}^{2}\right) T^{2}=\alpha^{2} T^{2} \tag{4.13}
\end{equation*}
$$

Hence by (4.10), (4.11), (4.12) and (4.13), we obtain (4.9). The proof of the converse is straightforward.

Example 4.13. The convolution $* \equiv *_{A, B, C, D}$ with $A=B=D=\frac{1}{\sqrt{2}}$ and $C=-\frac{1}{\sqrt{2}}$ has been introduced in [17]. Also, it is obvious that $\phi *_{\frac{1}{\sqrt{2}}, 0,-\frac{1}{\sqrt{2}}, 0} \psi$ coincides with $\phi\left(\frac{1}{\sqrt{2}} \cdot\right) \psi\left(-\frac{1}{\sqrt{2}} \cdot\right)$ and then by Corollary 4.11, we have

$$
\begin{equation*}
\mathcal{G}(\phi * \psi)(z)=\mathcal{G} \phi\left(\frac{z}{\sqrt{2}}\right) \mathcal{G} \psi\left(-\frac{z}{\sqrt{2}}\right), \tag{4.14}
\end{equation*}
$$

where $\mathcal{G} \equiv \mathcal{G}_{i, 1}$ is the Fourier-Wiener transform, which is one of the main results in [17] and a special case $S=i, T=1$ and $\alpha=1 / \sqrt{2}$ of Corollary 4.12. Moreover, by Corollary 4.12, for any $0 \neq S \in \mathbf{C}$ and $\phi, \psi \in \mathcal{E}_{a}$, we have

$$
\mathcal{G}_{S, 1}(\phi * \psi)(z)=\mathcal{G}_{S, 1} \phi\left(\frac{z}{\sqrt{2}}\right) \mathcal{G}_{S, 1} \psi\left(-\frac{z}{\sqrt{2}}\right) .
$$

Corollary 4.14. Suppose that $S, T, A_{i}, B_{i}, C_{i}, D_{i}, i=1,2$, are complex numbers and the convolutions $*_{A_{i}, B_{i}, C_{i}, D_{i}}, i=1,2$, are commutative operations. Then

$$
\mathcal{G}_{S, T}\left(\phi *_{A_{1}, B_{1}, C_{1}, D_{1}} \psi\right)=\left(\mathcal{G}_{S, T} \phi\right) *_{A_{2}, B_{2}, C_{2}, D_{2}}\left(\mathcal{G}_{S, T} \psi\right)
$$

if and only if the following conditions are satisfied:
(i) $A_{1} S=A_{2} S$;
(ii) $A_{1}^{2} T^{2}+B_{1}^{2}=B_{2}^{2} S^{2}+T^{2}$;
(iii) $A_{1}^{2} T^{2}+B_{1} D_{1}=S^{2} B_{2} D_{2}$.

The proof is immediate from Corollary 4.9.

## 5. First variation, convolutions and transforms

Let $\mathcal{D}=\operatorname{LS}\left\{\phi_{\xi} \mid \xi \in \mathcal{B}_{\mathbf{C}}^{*}\right\}$, where $\operatorname{LS}(X)$ means the linear span of $X$. In this section, we study various relationships among the three concepts of generalized Fourier-Gauss transform, convolution, and first variation for functionals belong to $\mathcal{D}$.

Definition 5.1. Let $\phi$ be a functional defined on $\mathcal{B}_{\mathbf{C}}$ and $w \in \mathcal{B}_{\mathbf{C}}$. Then the first variation $\delta \phi(\cdot \mid w)$ of $\phi$ in the direction $w$ is defined by

$$
\delta \phi(y \mid w)=\left.\frac{\partial}{\partial t} \phi(y+t w)\right|_{t=0}, \quad y \in \mathcal{B}_{\mathbf{C}}
$$

whenever it exists.
Theorem 5.2. Let $S, T \in \mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right)$ and $w \in \mathcal{B}_{\mathbf{C}}$. Then for any $\phi \in \mathcal{D}$

$$
\begin{equation*}
\mathcal{G}_{S, T}(\delta \phi(y \mid S w))=\delta\left(\mathcal{G}_{S, T} \phi\right)(y \mid w), \quad y \in \mathcal{B}_{\mathbf{C}} \tag{5.15}
\end{equation*}
$$

Proof. For $y \in \mathcal{B}_{\mathbf{C}}$ and $\xi \in \mathcal{B}_{\mathbf{C}}^{*}$, we have

$$
\begin{equation*}
\mathcal{G}_{S, T}\left(\delta \phi_{\xi}(y \mid S w)\right)=\mathcal{G}_{S, T}\left(\langle S w, \xi\rangle \phi_{\xi}\right)(y)=\langle S w, \xi\rangle \mathcal{G}_{S, T} \phi_{\xi}(y), \tag{5.16}
\end{equation*}
$$

where we use the fact that $\delta \phi_{\xi}(y \mid w)=\langle w, \xi\rangle \phi_{\xi}(y)$ for any $\xi \in \mathcal{B}_{\mathbf{C}}^{*}$ and $w \in \mathcal{B}_{\mathbf{C}}$.
On the other hand, by (3.1) we have

$$
\begin{equation*}
\delta\left(\mathcal{G}_{S, T} \phi_{\xi}\right)(y \mid w)=\left\langle w, S^{*} \xi\right\rangle \mathcal{G}_{S, T} \phi_{\xi}(y)=\langle S w, \xi\rangle \mathcal{G}_{S, T} \phi_{\xi}(y) . \tag{5.17}
\end{equation*}
$$

Therefore, by (5.16) and (5.17), we have (5.15).
Theorem 5.3. Let $A, B, C, D \in \mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right)$ and $w \in \mathcal{B}_{\mathbf{C}}$. Then for each $\phi, \psi \in \mathcal{E}_{a}$ such that $\frac{\partial}{\partial t} \phi(x+t w)$ and $\frac{\partial}{\partial t} \psi(x+t w)$ are bounded by an integrable function in $x$ with respect to the measure $\nu$, we have

$$
\begin{equation*}
\delta\left(\phi *_{A, B, C, D} \psi\right)(y \mid w)=\left(\delta \phi(\cdot \mid A w) *_{A, B, C, D} \psi+\phi *_{A, B, C, D} \delta \psi(\cdot \mid C w)\right)(y) \tag{5.18}
\end{equation*}
$$

for $y \in \mathcal{B}_{\mathbf{C}}$.
Proof. Let $y \in \mathcal{B}_{\mathbf{C}}$. Then for each $\phi, \psi \in \mathcal{E}_{a}$ such that $\frac{\partial}{\partial t} \phi(x+t w)$ and $\frac{\partial}{\partial t} \psi(x+t w)$ are bounded by an integrable function in $x$ with respect to the measure $\nu$, by applying Lebesgue convergence theorem we obtain that

$$
\begin{aligned}
& \delta\left(\phi *_{A, B, C, D} \psi\right)(y \mid w) \\
= & \left.\int_{\mathcal{B}} \frac{\partial}{\partial t}[\phi(A(y+t w)+B z) \psi(C(y+t w)+D z)]\right|_{t=0} \nu(d z) \\
= & \left.\int_{\mathcal{B}} \frac{\partial \phi(A y+B z+t A w)}{\partial t}\right|_{t=0} \psi(C y+D z) \nu(d z) \\
& +\left.\int_{\mathcal{B}} \phi(A y+B z) \frac{\partial \psi(C y+D z+t C w)}{\partial t}\right|_{t=0} \nu(d z) \\
= & {\left[\delta \phi(\cdot \mid A w) *_{A, B, C, D} \psi\right](y)+\left[\phi *_{A, B, C, D} \delta \psi(\cdot \mid C w)\right](y), }
\end{aligned}
$$

which implies (5.18).
In Theorem 5.3, we study the derivation property of the first variation with respect to the convolutions. In fact, we consider $D_{w} \phi=\delta \phi(\cdot \mid w), \phi \in \mathcal{D}$, then $D_{w}$ has the derivative property with respect to the convolution if and only if $w=A w=C w$.

A relation between the generalized Fourier-Gauss transform and the the convolution is studied in the following theorem.

Theorem 5.4. We keep notations and assumptions as in Theorem 4.7. Let $w \in \mathcal{B}_{\mathbf{C}}$. Then for any $\phi, \psi \in \mathcal{D}$,

$$
\begin{aligned}
& \delta \mathcal{G}_{S_{1}, T_{1}}\left(\phi *_{A_{1}, B_{1}, C_{1}, D_{1}} \psi\right)(y \mid w) \\
= & {\left[\mathcal{G}_{S_{2}, T_{2}} \delta \phi\left(\cdot \mid S_{1} A_{2} w\right) *_{A_{2}, B_{2}, C_{2}, D_{2}} \mathcal{G}_{S_{3}, T_{3}} \psi\right](y) } \\
& +\left[\mathcal{G}_{S_{2}, T_{2}} \phi *_{A_{2}, B_{2}, C_{2}, D_{2}} \mathcal{G}_{S_{3}, T_{3}} \delta \psi\left(\cdot \mid S_{3} C_{2} w\right)\right](y) .
\end{aligned}
$$

Proof. The proof is straightforward by applying Theorems 4.7, 5.3 and 5.2.
In the next corollary, we study a intertwining property of the generalized Fourier-Gauss transform and the first variation. For the more study of the intertwining property, we refer to $[5,6]$.

Corollary 5.5. Let $A, B \in \mathcal{L}\left(\mathcal{B}_{\mathbf{C}}, \mathcal{B}_{\mathbf{C}}\right)$. Then for any $\phi \in \mathcal{D}$,

$$
\begin{equation*}
\delta\left(\mathcal{G}_{A, B} \phi\right)(y \mid w)=\mathcal{G}_{A, B}(\delta \phi(y \mid A w)), \quad y \in \mathcal{B}_{\mathbf{C}} \tag{5.19}
\end{equation*}
$$

Proof. By Theorem 5.4, we have

$$
\delta\left(\mathcal{G}_{A, B} \phi\right)(y \mid w)=\delta\left(\phi *_{A, B, C, D} \mathbf{1}\right)(y \mid w)=\mathcal{G}_{A, B}(\delta \phi(y \mid A w)), \quad y \in \mathcal{B}_{\mathbf{C}}
$$

which implies (5.19).
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