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Abstract 
 

An interest-based P2P constructs the peer connections based on similarities for efficient search 
of resources. A clustering technique using peer similarities as data is an effective approach to 
group the most relevant peers. However, the separation of groups produced from clustering 
lowers the scalability of a P2P network. Moreover, the interest-based approach is only 
concerned with user-level grouping where topology-awareness on the physical network is not 
considered. This paper proposes an efficient scalable search for the interest-based P2P system. 
A scalable multi-ring (SMR) based on fuzzy clustering handles the grouping of relevant peers 
and the proposed scalable search utilizes the SMR for scalability of peer queries. In forming 
the multi-ring, a minimized route function is used to determine the shortest route to connect 
peers on the physical network. Performance evaluation showed that the SMR acquired an 
accurate peer grouping and improved the connectivity rate of the P2P network. Also, the 
proposed scalable search was efficient in finding more replicated files throughout the peer 
network compared to other traditional P2P approaches. 
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1. Introduction 

The peer-to-peer (P2P) system is a popularly used technique in sharing resources over the 
Internet because it promotes highly available data by means of replication. The earliest 
technology of P2P was based on a centralized architecture like the Napster [1] where the 
system consists of file directory servers to store file information associated with peer location. 
Later, research studies start infusing P2P with various techniques of distributed system to be 
more robust against failures in sharing data. Decentralized approaches in P2P are used to 
overcome the problem of network congestion observed from centralized techniques where file 
queries are forwarded to selected peers which have the file location information. A P2P 
overlay network is a decentralized approach where it creates a logical network prior to the 
selected routing scheme or topology structure of the physical network which spans a wide 
spectrum of communication frameworks to build a self-organizing system [2]. Overlay 
network models are classified into two types which are the structured and unstructured P2P 
overlays. The unstructured P2P overlay does not have specific rules to control the routing of 
peers as in Gnutella [3] where peers are formed by joining nodes with loose rules. On the other 
hand, peers in structured P2P overlay are aware of the logical network topology. A ring 
topology is most commonly used for scalable P2P networks [4][5]. However, the major 
shortcoming of a ring topology is having a high dependency on a large number of nodes. 
Adding more peers in the ring will observe more delays in sending messages. Other than the 
ring scheme, there are topologies that are used for fast search like hierarchies and distributed 
trees [6] but these generate high message overheads and are more vulnerable to failures.  

The overlay network is situated between the users and the physical network where the 
interactions of routing and topology construction in the physical network are hidden to P2P 
users. Another technique of connecting peers is using the interest of peers which is a user-level 
approach. The connections can be presented by communities of users in a P2P system where 
the peer network is automatically or manually formed based on the interest of peers. 
Interest-based communities are a natural arrangement of distributed systems that prune the 
search space and allow for better dissemination of information to participating peers [7]. 
Nowadays, the assumptions from the interest based P2P are applied in social networking. 
Studying the relationship between the interests of users and their logical connections is 
necessary to analyze the peer connectivity. In [8] simply analyzes the connectivity of a user to 
its friends and followers based on the message posts as data. A more complex work is to 
process a multiple set of data (e.g. favorites, hobbies, etc.) to find similarities with among 
users in the network and use this to construct the peer connections. Also, some limitations 
from previous interest-based P2P are as follows: 

 Weak relativeness of peer connectivity. 
 Scalability is ignored where users are not aware of other relevant communities. 
 Routing of queries in the physical network is inefficient because topology-aware 

technique is not considered. 
Peers are connected by similar properties; however, the relativeness of peer connections is 

weak if most of the interests of peers are not similar. There are various methods to measure the 
relativeness of peer connections and a simple way is to get the ratio of similar properties to all 
properties between two peers. Processing a cluster analysis to the interests of peers acquires a 
high accurate peer grouping but is more complex. Intelligent data analyses [9] are usually used 
to discriminate data and then cluster or group the data based on their similarities. Providing 
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network boundaries among peer clusters where relevant peers are grouped is a good approach 
to minimize the message overheads. However, only relevant peers are grouped and thus the 
connectivity rate of peers in the network lowers. The scalability is also necessary to provide 
more peers to answer a query and should be handled efficiently. Moreover, infusing a 
topology-aware technique on the interest-based peer grouping improves significantly the 
routing of messages which must be considered. 

The scalable multi-ring (SMR) uses a fuzzy clustering to perform the scalable groupings of 
peers which were our previous work [10]. This paper proposes a scalable search utilizing the 
SMR for the interest-based P2P system and improves the SMR with a topology-aware 
technique. The construction of the fuzzy system and assignment of groups to peers are 
processed by the distributed coordinators. After the group assignment, each peer group forms 
a P2P multi-ring network using the proposed minimized route function to locate the nearest 
peer neighbors of a peer node for the topology-aware technique. The proposed scalable search 
is used to query more peers using the SMR. Load balancing is also considered in the proposed 
scalable search where in a collection of peers with the queried resource, a peer is selected 
using the least loaded node selection. The result of using the proposed scalable search for 
queries efficiently finds peers with the file replicas. 

2. Related Works 

2.1 Topology-Aware and Semantic-Aware Techniques in P2P 
Without a prior knowledge of shortest routes in forming the overlay connection, nodes may 
select a longer route which generates unnecessary message overheads and apparently the 
response time to queries is more delayed. A topology-aware technique for a P2P system 
significantly improves the message routing on a large network of nodes by automatically 
choosing the nearest routes. HRing [11] improves a ring topology where it constructs routing 
tables based on the distance between nodes instead of node IDs to eliminate the effect of long 
link distributions of node IDs. Microsoft research proposes a topology-aware routing method 
for P2P using proximity neighbor selection [12] to reduce the cost of overlay construction that 
improves Pastry. The proximity neighbor selection uses the routing table of a node to select the 
nearest hop to a destined node which is the same as in [11]. A multi-ring network topology 
[13] is proposed to provide high performance group communication in large-scale P2P 
networks. The multi-ring topology balances the advantage of a ring topology and a 
hierarchical topology. Similar to Pastry [4], each ring is connected to two neighbor nodes, left 
and right, in order to form an outer ring. Nodes having higher bandwidth are selected to be 
assigned as inner nodes that form the inner ring to provide shortcuts in all ring sections. 

Most practices on Web applications and P2P networks utilize the interest of a client as an 
input in selecting appropriate data or resources. The routing of queries on a typical P2P 
network, which is not aware of peers’ interest, is dependent on the message complexity of the 
network topology. On the other hand, the interest-based or semantic-based P2P network 
establishes main links to the peers that have similar interests. Using this design, a peer has a 
higher possibility to answer another user’s query if that peer has a similar interest with the user. 
Shared files or interest profiles are usually used as inputs to determine similarities among 
peers in establishing peer overlay connections [14][15]. However, the multiple links of peers 
produce high overheads caused by message overflows throughout the network in performing a 
query, especially in a mesh network where connections are mostly done in multi-hop links. 
Interest profiling exploits semantic approaches [16][17][18] to implement the intelligent 
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search in P2P which improves the peer query. In [16] shows a distributed RDF (resource 
description framework) query architecture built on P2P where the semantic topology is formed 
by using a distributed interest-index to route the query. A proximity measure to capture and 
exploit the semantic relationships between peers in a file sharing system is shown in [17]. A 
containment-based proximity metric to compare each peer interest is provided in [18]. The 
approach of publish/subscribe method simply forwards messages to the interested peers and 
stops forwarding if a peer is not interested with the message subscription. The connection of 
peers forms a hierarchical structure based on their interest contents. 

Research studies also considered both topology-aware and semantic-aware techniques in a 
P2P system to exploit the advantages of both techniques. An unstructured P2P interest-based 
grouping is proposed [19][20] to improve the flooding scheme of the search procedure. The 
interest-based shortcuts in [20] are used by the peers to avoid unnecessary overheads from 
flooding. The study in [21] uses a Distributed Hash Table (DHT) for the location information 
of services and a deterministic strategy performs the semantic matching between service 
profiles and peer interests. The group-based P2P network model in [22] constructs a peer 
group based on interest and uses a value-headed walk search algorithm where a peer forwards 
query to a subset of its neighbors based on their peer value. A topic-group approach 
constructed by hierarchical layers is presented in [23] which performs dynamic grouping using 
the shared resources of peers. However, most researches use deterministic approaches and do 
not consider the uncertain properties which can improve the scalability of peer grouping. In 
our work, we use an unsupervised clustering to establish the interest-based P2P network and 
extend the multi-ring topology into a scalable multi-ring by using fuzzy clustering to promote 
scalability to the interest-based peer grouping.  

2.2 Clustering and Classification 
The interest-based P2P is improved by clustering using the interest data of peers. Calculating 
the similarity of each peer and ranking the best peers for clustering methods are commonly 
used for fast search [24]. In the research of a cluster-based P2P system [25], all participating 
computers are grouped into various interest clusters based on hypercube topology. A 
hypercube topology employs an n-cube network to map data which is a well-known method in 
parallel computing environments. The hierarchical clustered structure of a hypercube is used 
to route the query based on the peer’s interest. The architecture of our interest-based P2P 
system adopted a knowledge-based peer grouping which connects the most relevant peers and 
provides a structure for scalable peer grouping. We refer the term knowledge-based peer 
grouping as the use of any knowledge-based method to group or cluster the nodes in a P2P 
network. Relevant peers are identified if they have near distance values in processing the 
scalable peer grouping. 

A cluster analysis divides data into groups such that similar data objects belong to the same 
cluster and dissimilar data objects to different clusters [26]. Partitioning methods construct c 
partition of data, where each partition represents a cluster and c ≤ k, k is the number of data. A 
classical objective function is shown in Equation 1 which is used to optimize the compactness 
of each group i to minimize J. 
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The compactness value is acquired by calculating each distance of data or vector (uk) in a 
group to a cluster center (ci) and then summing all distance values in each group. The 
compactness of a group depends on the distances between vectors uk and cluster centers ci. If 
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the data grouping is not optimal then the procedure adjusts the groups by a routine or a 
technique which assigns data to the appropriate group to produce a more compact group. In 
Equation 1, J represents the summation of the total distance values. The objective function 
minimizes J by several iterations and stops if either the improvement over the previous 
iteration is below a certain tolerance or J is below a certain threshold value. The result from 
this method only represents crisp membership and limits the scalability in classifying. In 
strong similarity to the hard clustering algorithm, fuzzy clustering was derived [27]. Fuzzy 
clustering employs fuzzy partitioning, where a point can belong to several clusters based on 
membership degrees. However, it observes poor classification accuracy and can be improved 
by adjusting the fuzzy system based on some rules extracted from data. In our proposed 
scalable multi-ring, the peer grouping is based on fuzzy clustering and the fuzzy system is 
trained in the fuzzy set learning algorithm of neuro-fuzzy classification [28]. Neuro-fuzzy 
classification is a 3 layered perception which consist of the following; first layer is for inputs, 
U1={x1, x2, x3 … xi}, second layer is for generating rules, U2={R1, R2, R3,… Rk}, and third layer 
is for output layer, U3={y1, y2, y3 … ym}. The classes for U3 are labeled with c which can 
represent the identification of a peer group. The values from input and rule layers are evaluated 
in the connection of hidden and output layer by minimizing errors of the network. For all 
output units, c ∈ U3, the net input netc is calculated by: 
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where W(R, c) is a function to calculate the output of R and c, and OR is the current output 
value of R. 

3. Architecture of the Fuzzy-based Multi-Ring P2P System using the 
Scalable Search 

The scalable multi-ring (SMR) [10], which is an interest-based peer grouping and an 
improvement of a multi-ring topology [13], is used for scalable resource sharing in P2P 
networks. The scalability is achieved through the connectivity of peers by having links to other 
peer groups and these links are identified as relevant peers based on the approximation of the 
fuzzy system. The assumption is that multi-hop linked peers have higher possibility of having 
same file. The interest data profile (Px) from a node is used as input data for the fuzzy system. 
We refer a node as a peer after processing the SMR. We assume that the values from Px are 
data associated with the resources that a peer shares. For example, if a peer shares several 
music files then its music profile will have a higher value. The peer grouping is managed by 
the distributed coordinators to group the peers and coordinate the construction of the fuzzy 
system. At first, distributed coordinators are manually assigned to selected nodes in the 
physical network mainly to handle the collection of interest profiles from nodes. Distributed 
coordinators also establish its communication to other distributed coordinators. Then, all 
distributed coordinators will select a coordinator node to process all the interest profile. The 
selected node gathers the data from all coordinators to construct the fuzzy system for peer 
grouping. Fig. 1 illustrates the architecture of scalable grouping used by SMR where the 
overlapped peer grouping is a result of processing the scalable peer grouping. The overlapped 
peer grouping is translated to fuzzy sets (A, B, C) shown at the bottom of figure. x axis 
indicates the profile value while y axis maps the membership value to each fuzzy set. Some 
peers in a group are members to other groups. The peer with index 5 is classified in group A 
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and it is also classified in group B and C. After determining the peer groupings, each group 
forms the multi-ring structure. 

 

 
Fig. 1. The scalable peer grouping of the SMR where some peers overlap their membership to another 
cluster showing at the top and the membership is represented by fuzzy sets illustrated at the bottom. 

We define a set of user profiles as Px in a collection of P data points, (Px = {p1, p2, … pi} | 
Px∈P), and each pi is a numerical value to measure a user interest. A node hosts several files 
that are used for resource sharing. The Px is sent to a coordinator node to assign the peer groups. 
SMR is processed into two steps; (1) initialization of fuzzy system for scalable peer grouping, 
and (2) construction of multi-ring using the minimized route function, which is discussed in 
Section 3.1 and Section 3.2, respectively. The number of peer groups is determined by 
processing the objective function in Equation 1 with different numbers of c which is less than 
the number of nodes (n) but not equal to one (n > c≠1), and then selecting a c index with the 
smallest J. For example, having n=10, we process the objective function in 10 cases where c = 
{1, 2… 10} and find the smallest Jc. In this paper, we use the number of nodes as the initial 
number of c and the next iterations will decrease the c to 1, (c=c-1). The summary of building 
and maintaining the SMR are as follows: 

1. Collect the interest profiles in all nodes to P. 
2. Initialize the fuzzy system by transforming P data points to k array values based on 

Eigen decomposition and use the heuristic approach to construct the fuzzy sets. 
3. Adjust the fuzzy system using the fuzzy set learning algorithm. 
4. Assign the group to peers using the fuzzy system. 
5. Process the multi-ring using the minimized route function. 
6. Calculate the classification error when a new node joined the peer network. If the 

classification error value is greater than the classification threshold (γ>Φe) then 
process step 1. 

The query messages from peers are sent in multi-hops using the peer network created from 
SMR. A copy of the query message is forwarded to every linked peer. If the query message 
verifies that the linked peer was already queried then it skips that peer. Also, to prevent long 
hops, a query is set with maximum hops. 

3.1 Establishing the Fuzzy System for SMR 
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3.1.1 Initialization of Fuzzy System 
The collection of P data points is transformed into k={k1, k2, k3 … kx } using the Eigen 
decomposition where kx is a summarized value of Px and then k is used in finding the initial 
cluster centers before the fuzzy clustering procedure. Eigen decomposition is the factorization 
of a matrix into a canonical form where the matrix is represented by eigenvalues and 
eigenvectors. The process includes finding the appropriate eigenvectors and eigenvalues for 
the given matrix. Equation 3 shows that the result on finding the Eigen values and eigenvectors 
is equal to the given matrix. A is a square matrix from P*PT with N linearly independent 
eigenvectors, ei (i=1,2,3,… N). E is a matrix whose ith column is the eigenvector ei of A. D is a 
diagonal matrix with the corresponding Eigen values. We move the inverse E to the other side 
of the equation and get the product of A and E which is also equivalent to the product of E and 
D where the values are assigned to the arrays of k. 

1−= EDEA                                                                     (3) 
kEDAE ==                                                                   (4) 

k values are sorted from lowest to highest preserving its information about the P index. The 
fuzzy system for the fuzzy clustering is initialized by: 
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which is a heuristic approach using the sorted k. Equation 5 is the function to determine the 
distance of each fuzzy set by subtracting kmax, the maximum value of k, and kmin, the minimum 
value of k, divided by c. The overlapping of each fuzzy set is determined by o and additional to 
the current distance. The result from Equation 5 is applied to each fuzzy set by d(FS) function 
where FS is a collection of fuzzy sets (qn), FS ={ q1,… qn}. The fuzzy set length in Equation 5 
is also used to calculate the value of minimum (Cminn), maximum (Cmaxn) and center (Ccenn) 
values of each fuzzy set. These values are calculated in the following: Cminn = min(qn),  
Cmaxn = min(qn) + fuzzylength, and Cceni = min(qn) + (fuzzylength/2). In next iterations, the 
values of each fuzzy set are the addition of previous value m (m=n-1) and fuzzylength/2. Also, 
every cluster center is initially set to cn = Ccenn. The objective function of the fuzzy clustering 
is: 
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where the membership function (mq
nk) maps the value from d2

nk using the fuzzy system 
initialized from Equations 3 to 5. In Equation 6, the d2

nk is the Euclidean distance of a k value 
to cn. The current structure of the fuzzy system built from heuristic approach can easily extract 
rules and this also provides customized parameters for the fuzzy set training. 
3.1.2 Adjusting the Fuzzy System 
We use the learning method of a neuro-fuzzy algorithm [28] to train our fuzzy system for 
accurate peer grouping. The initialized fuzzy sets for the fuzzy weights indicated by μqn

(i) from 
U1 to U2 is used. The classes for U3 are labeled with cluster indexes indicated by cln which is 
the identification of a peer group. Each connection between units xi ∈ U1 and Rk ∈ U2 is 
labeled with a linguistic term, Ajr

(i) (jr∈{1,… qn}). Patterns (px, tx) for training the network are 
the input interest profiles (px∈Px) and target values (tx∈{0,1}). Initially, rules are generated 
from the combination of pi for the antecedents associated with Ajr

(i) as an outcome of a pi, and 
cln for the rule outcome. These rules are pruned by selecting the rules with the highest degree 
of membership using μqn

(i). After pruning, the best rules are determined from the training by 
computing the performance values of each rule. Rules (Rk) are stored and used for fuzzy set 
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learning. The next pattern from P propagates through the procedure and we get the output 
value cl in final iteration. In our paper, the iteration of the algorithm stops until the end 
criterion which is the max. The calculation of delta value (δn) from each output unit is given in 
Equation 7 by subtracting target value to the output value from its activation function, 

)( nin clactivationt −=δ                                                          (7) 

nUnRRR yRWooe δ∑ ∈
−=

3
),()1(                                                 (8) 

where δn is a factor for the summation of weights from U3 to U2 . The total weight is used to 
calculate the error value of the rule (eR) shown in Equation 8 where OR is the current output 
value from U2. Then, find the μqn

(i) with the minimal weight value from the set of inputs and 
rules in Equation 9. 
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The eR is the error value which is used for calculating the new values for the fuzzy sets with 
n index determined by W(x’,R). Fuzzy sets are adjusted using the parameters from: 
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The adjusted fuzzy sets are used once more for the rule learning. Every time an update 
occurs in the fuzzy set training, the value of cn, also adjusts. The result of the trained fuzzy 
system is then used to classify peers. 
3.1.3 Handling Classification Error 
Whenever a new peer joins a group, classification error may arise. This error is observed when 
there is a large difference of values among the existing profile patterns and the profile pattern 
from a new node. This can be verified by processing a cross validation to the classification 
method with the new pattern. To overcome this problem, we provided a procedure to handle 
the classification error. Equations 3 to 10 are executed by the selected coordinator node every 
time the peer grouping is initialized or after reaching a certain threshold value of classification 
error. The threshold value for classification error, represented by Φe, is manually configured 
by an expert. A higher value of Φe will tolerate classification errors while a lower value will 
regrouped the peers frequently. The calculation of classification error (γ) is: 
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This is done by processing the input patterns including the new pattern to the classifier. We 
define x as the collection of interest profile patterns and each pattern Px has a group class label 
clx. The patterns are processed in f(x) which is the fuzzy classifier model. If the function 
classified a pattern correctly, then the value is incremented to 1. All patterns are processed in 
the classifier and the total result is divided into P, where P is the total number of profile 
patterns. Equation 11 has N folds of cross validating the classifier and then calculates the 
average. The process from Equations 3 to 10 is repeated if γ >Φe. Each coordinator uses 
Equation 11 every time a new node joins the peer network. The coordinator with the newly 
joined node informs other coordinators about the event via multicast message. If there is no 
previous information about nodes that joined the peer network then the coordinators reply with 
no information to the coordinator and that coordinator starts classifying the data from the new 
node. If a coordinator verifies that there were nodes joined the peer network before the new 
node then the coordinator requests the previous data of those nodes to the coordinator storing 
the information. After collecting the previous data, it executes Equation 11. If the process 
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determines γ <Φe then the information of the new node is stored in the coordinator, else, the 
distributed coordinators starts selecting a coordinator to execute the Equation 3 to 10.  

3.2 Scalable Multi-ring based on Fuzzy System 
Each coordinator uses the fuzzy system to assign the groupings of peers. After the group 
assignment, each peer is processed to find the nearest neighbor peers using the minimized 
route function in constructing the multi-ring topology. The structure built from SMR is 
utilized by the proposed scalable search to implement the load balancing for the P2P system. 
3.2.1 Minimized Route Function 
The result of scalable peer grouping is having more peers in every group that also provides 
more links in establishing the multi-ring. To overcome long routes, a minimized route function, 
shown in Equation 12, is formulated to find the nearest route to a destination node in the 
physical network.  

∑ ∞=
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== xnk

i i nnfRr ,

1
),()min(                                                 (12) 

This function stores the possible routes in R and then chooses the nearest route. The n, 
which is the destination node, is compared with ni, which is a neighbor of the source node nx. 
The source node has k number of neighbors to check the destination node. After checking all 
neighbors, if n is not found then a sub procedure will do the same calculation in Equation 12 to 
each neighbor of nx. The index of nx is changed to ni and ni becomes the neighbor node of the 
current nx. If n is found then it returns the route information rx to the source node and collect to 
R, where R = {r1, r2,… rx}. The sub procedure determines the number of hops of each route in 
the physical network. The process continues until the destination node is searched, or it returns 
to the source node, or it determines an edge node. Also, if nodes are connected to a router, 
which is the case in our simulation, then the node information in the router are queried. In this 
case, the function in Equation 12 is changed to f (rti (n), n) where rti(n) is the function of a 
router to query the nodes in its list of nodes. After collecting R, the least hop route is chosen. 
3.2.2 Scalable Multi-Ring Topology 
A node sends Px to a coordinator node by send_reg(Px) interface and then the coordinator node 
processes the node’s profile through the fuzzy system in deciding its peer group. A threshold 
value for membership, represented by Φm, controls the membership of the nodes, where Φm < 
1. Equation 13 decides if a node belongs to a peer group n where a value of 1 indicates that a 
node is allowed to join peer group n. Px is the profile of nx which is changed to k and this is 
processed in the membership function qn(k) of the peer group n. 
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Fig. 2 illustrates the classification procedure where node x requests to join the peer network 
by sending its profile properties indicated by send_reg(Px) to the coordinator node. The 
coordinator node classifies Px using the scalable peer grouping. After the grouping process, a 
node joins the peer group which will be processed in the multi-ring connection. The 
calculation of classification error is also executed at this point. We identify the inner peers as 
the nodes inside the ring and sub peers as the nodes that form the outer ring. After all nodes 
performed Equation 13, inner peers are selected based on higher bandwidth to serve numerous 
queries from sub peers where the same approach in [13] is used. The number of inner peers the 
ratio of inner peers (i) and sub peers (s) which is, q=i/s. Subsequently, excluding inner peers, 
sub peers form the outer ring. A peer node starts selecting the right peer within the peer group 
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using the function in Equation 12. This procedure continues until the last peer connects to the 
first peer that completes the ring connection. 
 

 
Fig. 2. Classification method of a coordinator node in assigning a node to peer groups. 

If a selected node is an inner peer then the procedure skips it and selects the next nearest 
node to connect. Then, sub peers for an inner peer are determined by dividing the ring into i 
where first peer (fni) and last peer (lni) of a division disconnect on its left peer and right peer, 
respectively, and then fni and lni connect to the assigned inner peer. The assigned inner peer in 
a sub group becomes a peer leader and obtains the routing and resource information of its sub 
peers. A peer leader is a node that contains the file information from its sub peers and uses this 
information in file queries of its sub peers and inner peers. 
 

 
Fig. 3. Algorithm for assigning the left and right peers to construct the ring of inner peers. 

Similar to the procedure of building the outer ring, each inner peer selects a right inner peer 
until it reaches the last inner peer shown in Fig 3. Because of the scalable grouping, an inner 
peer can be a peer leader more than once or it can be an inner peer to several peer groups which 
creates a bottleneck to queries of sub peers. In our method, a node that is already assigned as 
an inner peer in other peer group is skipped and another candidate node will be chosen. Also, a 
new node that will connect the multi-ring after determining its peer group starts finding the 
nearest node. The chosen nearest node disconnects to its left peer and connects to the new node, 
and also the left peer connects to the new node. 

All inner peers have a routing list of its sub peers and neighboring inner peers, but sub peers 
only have links, right and left peers, to forward the query. A query from a sub peer is sent in 
both directions to its peers and this will continue until it reaches the inner peer. The messages 
are efficiently relayed within the peers because of the minimized route function. After 
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5.          np = inj 

6.        end if 

7.      end for 

8.     assignRight(ini, np) and assignLeft(np, ini) 

9.     end for 

10.  end for 
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reaching the inner peer, if a query was not successful on finding the resource in the sub peers 
then the inner peer forwards the query to its neighboring inner peers. Queries are directed to 
inner peers and this provides fast response in sending the query compare to a ring topology. 
3.2.3 Scalable Search with Load Balancing 
The clustered peers are assumed to contain same resources or files. Similar to the multi-ring 
topology [19], the query flow of a peer is from left and right until it reaches its inner peer (inx). 
In our approach, a message query from a peer source (px), a sub peer of inx, contains 
information of m{n, l, g, px, inx} where n is for node index, l is for load, and g is for the group 
which is used to append information in each peer that satisfied the query.  
 

 
Fig. 4. A peer is classified in two groups (A and B) and performs the scalable search. 

Fig. 4 illustrates the procedure of scalable search where px which has been classified into 
two groups (A and B) sends the same query to those groups. Peers of px only relay the query to 
the next peer inside the sub peer group after receiving m. Every peer that satisfied the query 
adds its information to m. When m reaches inx, inx immediately sends m back to px and then px 
decides the appropriate node using Equation 14. However, if resource was not found within 
the sub peers, then the inner peer will query its neighboring inner peers using m. Inner peers 
also do the same sequence of finding the resource inside the inner ring using their resource list 
information. On processing the query, if an inner peer finds the nodes with the resource then it 
requests those nodes to send load information. After receiving, the inner peer appends the 
information to m and m is returned to inx.  
 

 
Fig. 5. A query procedure of a node to its inner peer where the resource is found in other inner peer. 

Fig. 5 illustrates the query within the inner peers. A node x requests a resource and it is 
found in node y, but they were assigned to different inner peers. If a query reaches the inner 
peer A and the resource was not found in its sub peers then the inner peer A sends the query to 
its neighboring inner peers. After finding the resource on one of its inner peers which is the 
inner peer B, it returns m with the address of the node and load information to the inner peer A. 
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Then, the inner peer A sends the m with the appended information to node x. Finally, the node 
x requests node y for a resource needed by node x. 

The distributed characteristic of a P2P system makes load balancing difficult to implement. 
A load balancing technique tries to find more nodes with the right resource and chooses the 
least loaded among those nodes. Eventually, gathering such load information in a ring 
topology will result to high network latency and query delays. However, without load 
balancing, a peer could suffer on task overloading which apparently affects the stability of a 
node’s system that also causes delays on serving peers. On top of that, the nodes in a P2P 
system can have large load variations throughout the network which means resources are not 
used efficiently. Other researchers consider random selection [29] and optimization [30] 
techniques in P2P but these are rather difficult to implement. The SMR adopts the least load 
selection for the load balancing. After px receives m, it uses the load information from nodes 
represented in Equation 14. The nodes having the queried resource are collected in S. It is 
possible that some nodes collected in m are duplicated when performing the scalable search. 
This is handled by skipping the same node in collecting the node information. In Equation 14, 
σi indicates a load of node i in S which is used to compare the loads. 

}),...,,(min{ 21 igetindexeerCandidateP σσσ=                                (14) 

The minimum σi is selected from S = {σ1, σ2,…, σi} and its node identification is used to 
route the node to access the resource. The access procedure also uses the minimized route 
function when using a resource or downloading a file. 

4. Experimental Evaluation 

4.1 Simulation Environment 
The simulation environment used 10,000 nodes for the peer network and 1,000 unique files to 
process the scalable peer grouping. In the physical network, nodes were divided equally into 
100 domains where each domain serves 100 nodes. In a domain, nodes were connected to a 
router with a latency of 10 milliseconds (ms) to send a message. Routers were connected in a 
ring topology having two router neighbors in each router with a latency of 100 ms in each 
connection. The 1,000 files were divided into 4 classes; music, movies, documents and 
installers where each class represents the 250 files. These files were replicated throughout the 
nodes and a node has 10 files which were randomly assigned. Nodes used the files for their 
interest profile where each profile value was determined by counting all files with a class 
associated to that profile. We assigned a coordinator in every domain to collect the profile 
values and to handle the peer grouping after constructing the fuzzy system. After grouping, 
peers in a group formed the multi-ring where q was set to 0.10 or 1 inner peer per 10 sub peers 
which is similar to the ratio in [13]. The peer neighbor connections in SMR can consist of 
several hop links in the physical network. If a neighboring peer is at the other domain which 
has 1 physical hop link using routers then the message is routed by 3 hop links from the source 
node to the destination node where the latency is calculated by the total latencies among the 
routers (1hop x 100ms) and the total latencies of the source and destination nodes to its router 
(2 x 10ms) which is totaled to 120ms. We didn’t consider the delay time produced by the 
network congestion from simultaneous sending of messages and it was assumed to be 0. The 
flow of a query starts from right and left peers, and the query continues until its maximum 
hops. Nodes that were visited by the query message were listed in the node information list. In 
forwarding the message, a query message is copied and multiplied based on the number of 
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linked peers and it does not forward to a peer that was already in the node information list. 
After it reaches its maximum hops, it returns to the peer that is the source of query. 

4.2 Performance Measure 
k-means is a knowledge-based clustering which uses the Euclidean distance to discriminate 
data and divide the data into k groups. We processed the vector values of interest profiles 
represented by x to the k-means and x were compared to each cluster center ci represented by 
di=| x - ci |. The class with smallest di is the chosen group for the peer with x. In SMR, because 
of the scalable grouping, peers can be also classified in other groups while, in k-means, peers 
are only classified in one group. Normally, a cross-validation is performed to test the accuracy 
of a classifier. In our experiment, a classification method was evaluated by accuracy of 
classifying new patterns which simulates the accuracy of assigning the group of a new node. 
The connectivity rate is determined by connections of a node to all nodes within the network 
which is also considered for the scalability of searching resources. As discussed previously, 
we assumed that clustering provides a high probability to answer the queries within a group. 
However, increasing the number of groups will lower the connectivity rate of nodes. Equation 
15 shows the calculation of connectivity rate where K is the number of nodes and Rk is a 
routing function. This evaluates the successful connection of each node (ni) to all nodes (nj) 
where a node tries to route all nodes using the P2P topology. 

∑ ∑= =
=

K

i

K

j jikk nnRtyRateConnectivi
1 1

),(                                      (15) 

In performing file queries, message overheads were observed to measure the efficiency of a 
P2P topology. The message hops and latencies of a query message were counted. Also, we are 
interested on the number of file replica found by a query and number of messages distributed 
throughout the network. In [18] defines a measure of accuracy in disseminating a subscription 
message. A false positive is determined by a peer received a message but was not interested of 
that message and a false negative is determined by a peer matches the message subscription 
but was missed by the message subscription. In our experiment, we are interested on the 
number of replica found by the query process; therefore, we changed the variables of the 
mentioned accuracy measures. The false positive is the ratio of the file replica count to the 
number of nodes visited by a message while the false negative is the ratio of the number of 
nodes with the replica which were not queried to the number of all nodes with the replica.  

4.3 Experiment Result 
We simulated the P2P environment using the physical network topology in Section 4.1. A 
proper configuration of SMR is needed to overcome unnecessary overheads. We determined 
that the smallest compactness of the objective function (J) is having four (4) clusters based on 
the data. In Table 1, the peer count of SMR and k-means are shown where SMR uses different 
threshold values of group membership. Using Φm=0.1, there were a total of 4,765 additional 
peers. Setting a smaller threshold value will increase the number of peers in a group like 
shown in Φm=0.01. This does not affect the accuracy of classification because the parameters 
of the fuzzy system were intact. However, having more peers in a group will also increase the 
message overheads in performing queries. Therefore, setting an appropriate value for Φm is 
necessary to consider. We chose Φm=0.1 to construct the SMR because it produces a lesser 
overheads compare to Φm=0.01, Φm=0.025 and Φm=0.05. To compare the classification 
accuracy performance of SMR, we used tools like NEFCLASS-J [31] for the fuzzy system of 
SMR and Weka 3.5 [32] for other algorithms such as k-means, radial basis function (RBF) 
network, multilayer perception (MLP) and fuzzy lattice reasoning (FLR). 
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Table 1. Peer count of SMR using different membership threshold values and k-means. 
Groups 
 

SMR based on Fuzzy Clustering k-means 
Φm=0.01 Φm=0.025 Φm=0.05 Φm=0.1 

Class 1 2257 1821 1764 1764 1957 
Class 2 6717 6010 5620 5610 3208 
Class 3 6376 5886 5644 5627 2733 
Class 4 2024 1808 1764 1764 2102 
Total 17,374  15,525 14,792 14,765 10,000 

 
The structure built from data clustering of k-means was used in classification. We compared 

the learning ability of RBF and MLP to the learning algorithm of SMR. The FLR was used to 
compare its fuzzy system to SMR in classification. The fuzzy system of SMR was used for the 
classification test which contained 4 fuzzy sets while k-means and RBF used 4 clusters, and 
MLP was consisted of 4 hidden layers. We provided the same training time for SMR, RBF and 
MLP where we set 500 epochs. 
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(a)                                                                  (b) 

Fig. 6. (a) Classification accuracy based on introducing new patterns on SMR, k-means, RBF, MLP and 
FLR  and (b) connectivity rate of SMR, MR and RING based on the number of clusters. 

New interest profile patterns were processed by each algorithm and we determined the 
percentage of correctly classified patterns. Fig. 6-(a) shows the result of classification 
accuracy using the cases of increasing the number of new patterns. SMR has the highest 
accuracy among the algorithms in classification test where all patterns were classified 
correctly until 6 patterns. MLP was second to SMR while k-means and RBF showed nearly the 
same accuracy performance, and FLR has the lowest accuracy. The average accuracy of SMR, 
k-means, RBF, MLP, and FLR were 91.8%, 63.3%, 64.4%, 82.59% and 59.94%, respectively, 
where SMR outperformed all methods in this test. We compared the connectivity rate of SMR 
to the clustered multi-ring (MR) and ring (RING) topologies. Equation 15 was used to 
calculate the connectivity rate of each method based on the number of clusters and the result is 
shown in Fig. 6-(b). The RING and MR have the same results of connectivity rate. SMR has 
an average of 16% better connectivity rate compare to other methods because some peers have 
connection to other groups. The additional connections of peers are considered as relevant 
connections because these were processed in the knowledge-based clustering. 

After the classification accuracy and connectivity tests, we simulated the proposed scalable 
search using the physical network configuration in Section 4.1. We compared the 
semantic-aware (ring, hierarchical, multi-ring) and semantic-aware with topology-aware 
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(SMR, shortcuts, NN multi-ring) techniques. In the ring, we used the sorted k values in Section 
3.1 and connected all peers where pi has two logical links; pi-1 and pi+1. In the case of p0, p1 and 
the last peer (pm) were its logical neighbors, and in pm, p0 and pm-1 were its logical neighbors. 
The hierarchical approach used the hierarchical agglomerative algorithm to construct the peer 
network. In the first level, the algorithm starts pairing peers with the nearest distance from 
their k values. Successively, each pair merges and establishes its logical link. On the next level, 
a merged peer set finds another merged peer set with the nearest k values where peers from the 
two merged peer sets are compared and peers with nearest k values are selected. After the pair 
of merged peer sets is determined, peers from the two sets are merged. The logical links are 
only established to the selected peers. This will continue to the next level until there will be 
only two pairs of merged peer sets left to establish their logical links. In the multi-ring, we 
used the k-means to group the peers and processed the multi-ring based on nearest k values of 
peers which was similar to the peer ring. Also, we considered a topology-aware technique in 
multi-ring (NN multi-ring) by connecting the nearest physical distanced nodes instead of 
connecting using the nearest k values. In the interest-based shortcuts, each node is mainly 
connected to 3 nodes for the unstructured overlay. Initial shortcuts were determined by nearest 
k values and provided each peer with 5 shortcuts. The query in all shortcuts is counted as one 
query hop. We generated 100 file requests where the source node of the requests and files 
queried were randomly selected. A message query is forwarded to peers until it reaches its 
maximum hops. The following are determined; 1) message overheads by the total physical 
hops and latencies, 2) number of replicas found associated with the volume of generated 
messages, and 3) accuracy of finding replicas by false positive and false negative measures. 
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(a)                                                                              (b) 

Fig. 7. (a) Message overheads by total latencies and (b) message hops generated from queries. 

In Fig. 7-(a), the latency of SMR is higher than NN multi-ring, multi-ring and ring because 
peers can have more than two links to forward the query message. Also, it was observed that 
SMR, shortcuts and hierarchical have a very large value of latency and message hops because 
the messages were multiplied in forwarding the query to the neighboring peers. The result 
from Fig. 7-(a) only adds all latencies generated by 100 queries but it does not represent the 
response time of a query. In Fig. 7-(b), the message hop performance of each approach has a 
similar trend in Fig. 7-(a). In average, SMR was 3 times better in disseminating messages than 
the hierarchical approach. In Fig 8-(a), SMR has the highest replica count found until 9 
maximum hops of a query. In Fig. 8-(b), SMR was fourth to the lowest volume of message 
generated but better of almost 6 times than the hierarchical. The ring was constant in 
generating two messages and the multi-ring has an average of 8, and when comparing their 
numbers of replica found, the multi-ring has 0.80 higher than the ring. 
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(a)                                                                             (b) 
Fig. 8. (a) Average replica file found and (b) average message generated from queries. 

Even though multi-ring was higher of almost twice, it generated four times the number of 
messages in finding file replicas compare to the ring. Also, the multi-ring has a tendency that a 
query will find more replicas, but as the message hop increases, the search will be limited to 
find more replicas because of the group separation which was observed from 8 to 10 maximum 
hops in Fig. 8-(a). 

NN multi-ring has low message overhead but also has less number of replica found than the 
multi-ring. The hierarchical found more replicas in 10 hops but generated high message 
overheads which was less efficient as shown in Fig. 8-(b). The interest-based shortcuts 
approach has same trend with hierarchical, but because of the shortcuts, the message overhead 
is low. It was also observed the exponential increase of the hierarchical approach in Fig. 8 and 
Fig. 9 were similar. In average, SMR has still more replicas found with 5.24, while 
hierarchical, shortcuts, multi-ring, NN multi-ring and ring have averages of 4.32, 3.19, 1.94, 
1.13 and, 1.14, respectively. 
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Fig. 9. (a) Average false positive and (b) false negative based on number of replicas found. 

The accuracy of the search was shown in Fig. 9-(a) and Fig. 9-(b). A higher false positive 
value means the search has better retrieval of file replicas while a lower false negative value 
means the search is more scalable in finding the file replicas throughout the peer network. We 
observed in Fig. 9-(a) that from 2 to 3 hops, the shortcuts approach was better; however, from 
4 to 10 hops, the accuracy was getting lowered. Multi-ring was more accurate because of the 
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relevant peers connected to a group. SMR, shortcuts and hierarchical approaches are more 
scalable in searching replicas where SMR can find replica to other peer groups while 
hierarchical and shortcuts are fully connected network. Fig. 9-(b) shows the ratio of queries 
that missed the nodes with the file replica where the SMR was better than the ring, multi-ring 
and NN multi-ring because of the scalability of search. In 10 hops, the hierarchical was better 
but the previous graphs show it was less efficient in handling message overheads. In average, 
SMR was still better in the false negative result by having a value 0.947 compare to 
hierarchical, shortcuts, ring, multi-ring and NN multi-ring having 0.956, 0.9617, 0.989, 0.975 
and 0.968, respectively. 
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Fig. 10. Total response time of queries considering the search and update rates. 

The maintenance of SMR was taken into account by considering the search and update rates 
in queries. The turn-around time of a search query was determined. In an update query, the 
turn-around time of updating the file and all of its replicas throughout the peer network was 
obtained. The number of queries for the simulation was a ratio of the number of search and 
update messages. There were 100 query messages generated which contained search and 
update queries. The simulation started from 60% which means the query messages were 
consisted of 60 search queries and 40 update queries. Fig. 10 shows the results from query 
performance considering search and update rates where the total response time was obtained. 
It was observed that the ring, multi-ring and NN multi-ring topologies provided a very high 
latency in updating the replicas within the peer network where the latency in search was only a 
small portion from the total latency. The SMR, shortcuts and hierarchical topologies were 
more efficient in handling the updates which showed lower latency than the three mentioned 
algorithms. In the case of SMR, inner nodes were used as distributed file repositories for 
searching and updating files. Hierarchical and shortcuts were faster because of the hierarchical 
strategy but it generated a high volume of messages which was not efficient. From 60% until 
75%, the hierarchical was the fastest; however, the SMR was better than the hierarchical 
starting from 80%. 
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The results from Table 1 and Fig. 6 show the scalability and accuracy of the SMR in having 
high connectivity rate of peers in changing the number of clusters and accurate in classifying 
new patterns, respectively. The graph results from Fig. 7 and Fig. 8 show that the SMR finds 
more file replicas compare to shortcuts, ring and multi-ring, NN multi-ring, and SMR is more 
efficient in handling message overheads than the hierarchical and shortcuts approaches. Fig. 9 
shows the accuracy and scalability of the queries in finding file replicas where SMR has better 
accuracy than the hierarchical, shortcuts and ring approaches, and more scalable compare to 
all other algorithms. In Fig. 10, the SMR showed a good performance in updating file replicas. 

5. Conclusion 
This paper showed the architecture of the scalable multi-ring (SMR) for accurate and scalable 
peer grouping of an interest-based P2P system. The SMR uses the fuzzy system to perform a 
peer grouping and after identifying the groups, peers in each group forms a multi-ring 
connection. We integrated a scalable search for the interest-based P2P networks and a 
minimized route function to improve the SMR. The proposed search uses the SMR to find 
more resources and implements the load balancing by selecting the least loaded node. In 
performing the search, the minimized route function improved the message routing of SMR. 
We configured a network topology where we used 10,000 nodes for the network simulation, 
and then evaluated the performance of SMR in classification accuracy of peer grouping and 
efficiency of the scalable search. Using 4 groups to divide the peer network, the connectivity 
rate was increased to 47.5% after setting the Φm=0.10. In classifying new patterns, SMR 
outperformed other algorithms with a difference of 28.5% in k-means, 27.4% in RBF, 9.21% 
in MLP and 31.86% in FLR. In performing peer queries, the proposed scalable search was 
more efficient in querying peers in terms of number of replicas found and accuracy of search 
compared to other approaches. 
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