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Abstract

Until now, many face recognition methods have been proposed, most of them use a 1-dimensional feature vector which
is vectorized the input image without feature extraction process or input image itself is used as a feature matrix. It is
known that the face recognition methods using raw image yield deteriorated performance in databases whose have severe
illumination changes. In this paper, we propose a face recognition method using local statistics of gradients and
correlations which are good for illumination changes. BDIP (block difference of inverse probabhilities) is chosen as a local
statistics of gradients and two types of BVLC (block variation of local correlation coefficients) is chosen as local statistics
of correlations. When a input image enters the system, it extracts the BDIP, BVLC1 and BVLC2 feature images, fuses
them, obtaining feature matrix by (2D)* PCA transformation, and classifies it with training feature matrix by nearest
classifier. From experiment results of four face databases, FERET, Weizmann, Yale B, Yale, we can see that the proposed
method is more reliable than other six methods in lighting and facial expression.

Keywords : face recognition, local gradient, local correlation, (2D)* PCA

I. INTRODUCTION

Over the past few decades, face recognition has
received significant attention because of its wide
applications in entertainment, information security,

. 1~2
law enforcement, and surveillance, and so on ™% One
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of the most simple and well-known methods is
eigenface technology[g], which is based on principal
component analysis (PCA), also known as Karhunen
Loeve expansion. It includes a linear core process
that projects the high-dimensional data onto a lower
dimensional space, based
dependencies. Bartlett et al'” further indicated that

important information on face recognition may be

on second—order

contained in high-order relationships among facial

pixels and hence presented two different independent



20 JSCHEL} S2EA 2

component analysis (ICA) architectures, which are
shown to outperform PCA. However, Yang et al”
claimed that the two ICA architectures involve PCA
process, whitening process, and pure ICA projection,
and showed that pure ICA projection has only a little
effect on the performance of face recognition.

In face recognition using PCA or whitened PCA,
two-dimensional images should be converted into
one-dimensional vectors at the first stage. However,
as a significant extension of traditional PCA, Yang et
al. proposed two-dimensional PCA (2D PCA)®™™ also
named as image principle component analysis
(IMPCA), which does not need to convert an image
into a vector first. Although the performance of face
recognition using 2D PCA is known to be higher
than that using PCA, it has been shown that it needs
many more coefficients for face recognition than
PCA. Therefore Zhang et al. proposed two—directional
two-dimensional PCA ((2D)2 PCA)® which needs
more less coefficients for face recognition but the
recognition accuracy is the same or higher in most
cases. One of the most important factors to degrade
the performance of face recognition is known to be
the illumination variation problem. Many methods
have been proposed to solve this problem. They can
be divided The first one

preprocesses an image by using an image processing

into three groups.

technique to normalize the image. For example,
logarithm transformation” and histogram equalization
(HE)"” are often used for illumination normalization.
However, it is difficult to deal with different lighting
block-based
equalization (BHE)"™ has been proposed to handle the

conditions. Recently, histogram
illumination variation problem, Wwhose recognition
rates are a little higher than those of HE but still not
satisfactory.

The second one constructs a 3D face model for
rendering-or-synthesizing face images in different

U2 1ts main idea is that face

illuminations and poses
images with different illumination can be represented
by using an illumination convex cone, which can be

approximated by low-dimensional linear subspace.

(333)
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But the 3D face model-based method needs many
training samples with different illuminations, which is
not practical.

The third effective one tries to extract illumination
invariant features based on Lambertian model. For
instance, self-quotient image (SQI)DS], logarithmic
total variation (LTV)M, gradientfacem, and so on.
SQI
smoothed version. Although this method is simple,

is obtained by dividing an image by its
the use of a weighted Gaussian filter has difficulty in
keeping sharp edges in low frequency illumination
fields. The LTV method overcomes the shortcomings
of SQI but has quite high computational expense.
The gradientface method transforms an image into its
gradientface, which is known to be more insensitive
to illumination than the above methods.

Related to the third method, which tries to extract
illumination invariant features, it is also worthy of
notice that BDIP (block difference of
probabilities) and BVLC (block variation of local

correlation coefficients) operators, which have been

inverse

applied to image retn'eval“ﬁwm, face detection“g], ROI

determination[lg], and texture classiﬁcation[zm,

and
vielded very good results. Both of the operators are
bounded and well locally normalized to be robust to
illumination variation. BDIP is a kind of nonlinear
operator normalized by local maximum, which is
known to effectively measure local bright variations.
BVLC local

correlations according to orientations normalized by

is a maximal difference between
local variance, which is known to measure texture
smoothness well®.

In this paper, we apply the two operators to
extracting three types of facial features. The fusion
of the three features is transformed by (2D)2 PCA
and classified by the nearest neighbor classifier. The
results show that the proposed method using the
fusion of the features is more robust to variations of
illumination and expression.

The rest of this thesis is organized as follows.
Section II will give a simple description of face
recognition using PCA, whitened PCA, and (2D)*
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PCA and explain some typical features. The proposed 1 XLJ (1)
method is described in section III and the W= L = 1Vi
experimental results in section IV. Finally, the q
conclusion is shown in section V. an
5= %XXT @)
II. TYPICAL FACE RECOGNITION METHODS
AND THEIR FEATURES where X = [x1, Xo, -, X/] stands for matrix

In this section, we will describe typical face
recognition methods using PCA and some PCA
extensions, such as whitened PCA (WPCA) and (2D)*
PCA, and explain some features applied in face

recognition and image retrieval areas.

2.1. Overview of face recognition using PCA or
whitened PCA

Fig. 1 shows the block diagram of a typical face
recognition using PCA or WPCA. In the training
phase, the feature vectors are first formed from
training images in a database (DB) and their mean
vector, eigenvectors, and eigenvalues are computed.
The training feature vectors are next horizontally
centered and finally transformed by PCA or WPCA
to get transformed feature vectors. In the testing
phase, a test feature vector is extracted from a test
image, horizontally centered, transformed by PCA or
WPCA, and compared with the transformed training
feature vectors to obtain a classification result.

Suppose that there are L training images I, Io, -,
I;. These are then converted into one-dimensional
vectors vy, Vo, **+, V; In the feature formation stage.
The mean vector and covariance matrix are written

as

training

(L

Horizontal
centering

formation

Statistics
calculation

Classification

a3 1. PCALt whitened PCAE ALESH 7|2 d=9l
Al ol BEEE
Fig. 1. Block diagram of a typical face recognition using

PCA or whitened PCA.

consisting of horizontally centered vectors X; = v, —
ufors=1,2 -, L

It should be noted here that since facial feature
vectors often have tremendous dimensions, it is not
tractable to directly find the eigenvectors and
eigenvalues of the covariance matrix given in (2).

Instead, we can find them from the matrix

1ot
LXX

(6)

That is, the set of L largest eigenvalues Ay > Ay >

-+ > Az of S is identical to the set of L eigenvalues

of G and their eigenvectors yi, wo, -, ¥, of S are
given as?
Y, = oo 4)
X

where B; denotes the eigenvector of G corresponding
-« L. Selecting / meaningful

1, 2
where / < L ¥ then the PCA

transformed vector y; is computed by

to A; for 7 =

eigenvalues

Yy, = [1}"1, Yy, -, lp[]TXi (5)

The WPCA transformed vector y; is then computed
by

L 51 v, vy 4

y, = ) y T X,
T

for 7 =1, 2, -+, L.

In the testing phase, for the vector v, formed from

a test image I, the transformed vector ys is
calculated by

Vis = [‘1’17 Yy, o0y q}l]Tth (7)
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with X = vis — U in PCA or
v LA £ ; ®)
A VoVRO v f
in WPCA.

The cosine distance between the test vector and
the ith transformed training vector is then computed

by using

Yis = Vi
I ves I 1y ll

c,i

d 1=1 2 - L. 9)

Finally, the test image is classified to the class of
the rth training image which gives the maximum
distance as

r= argmax d,;
i€{1,2,-,L}

(10)

2.2 Overview of face recognition using (2D)?
PCA

The main idea of (2D)* PCA is to perform 2-D

separable KL transformation on M x N images I,

which yields ¢ x d feature matrices® as follows:

Pz:q)g]:zq)]-[a 1' = 11 2) Y L (11)

where ®5 and ®p are the eigenvector matrix
corresponding to the d largest eigenvalues of the
horizontal covariance matrix Cy and that to the g
largest eigenvalues of the vertical covariance matrix
Cy; respectively. The matrices Cy and Cy are defined

as

L
H

E I(m _

1

Lhran -1, 12

HM&

1
L.:
and

() - I"haw -1 a3)

HM@

-1y
where I<m and I ) denote the nth row vector and
rth column vector of image I, respectively. The
and 1"

and nth column vector of the mean of the all training

vectors _I(rm denote the mth row vector

images I, respectively. The mean images [ is

ZESAE o|8¢%t = 214 TG 2|
defined as
.1 &
S (14)
L

Supposing there is a test image I, we can obtain

its feature matrix by

Pts = FTItsQ (15)

Then the distance between the test feature matrix

and the sth training matrix is computed by

d
=Y IpH-p

o
k=1 ' 2

1, 2, -+, L(16)

;

where P denotes the Ath column vector of a feature
[ -

between the two feature matrices.

matrix, and [l denotes the Euclidian distance

Finally, the test image is classified to the class of

the rth training image which gives the minimum

distance as
= ar m1n d
TR a7

If we consider a horizontal projection only, it
becomes a horizontal 2D PCA[6N7], whose feature

matrix of size M x d is given as

P, :L;CDH, 1= 1, 2, A L (18)

and if we deal with a vertical projection only, it
becomes a vertical 2D PCA[6N7], whose feature matrix

of size g x N is given as

P,=07L, i=12 - L (19)

2.3. Typical features

Up to now various face recognition methods have
been suggested, most of which without feature
extraction use the one-dimensional vector stacked
from a raw image or a raw image itself for a feature
vector or matrix. However, a raw image is seemed to
be susceptible to variation of illumination and facial
expression. In this section, we thus introduce more

robust features useful for face recognition.
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2.3.1 Gradientface

A gradientface of an image I is defined as

)

where 7, denotes the intensity at a pixel p of an

[16]

o
4} * \% v G[)

20
[[*vh G]jr ( )

_ -1
F, = tan [

image I. The gradients VvV, G and V,G; are the
derivatives of a 2-D Gaussian kernel function with
variance ¢ in the horizontal and vertical direction,

respectively.

2.3.2 BDIP
BDIP for an image I is defined as
p,= 4"

p

(21)

where < * >z denotes the averaged value over the
pixels ¢s in a moving window £, and I; and Tp
stand for the maximum value and mean value over
the window whose center is at p, respectively. Since
the quantity within < * >p means the gradient of a
pixel, [, implies the mean of normalized gradients
over the local region whose center is at p. As it is
normalized by the local maximum, it is expected to
be of For
stabilization, the denominator in Eq. (21) is clipped as

max(fp7 §p) with a threshold &p.

robust to variation llumination.

2.3.3 BVLC
BVLC for an image I is defined as

C

', =maxp,(d)—minp,(d)

d= 0 =N

(22)

where p,(d is the local correlation coefficient along a

direction d at a pixel p. It is defined as

< [p+d+q1p+q > R_}p+d_jp
\/Var(]1)+q) Var(]p)

p,(d)= de 023)

Tp and Var(l,) stand for the mean and

where
variance over the window K/ whose center is at p,

and Var(l,s) the mean and

respectively, }p T

=ZA M 48 H SPE N 3 =

23

variance of the moving window £ whose center is at
the pixel ptd respectively. O denotes a set of
orientations, which may be chosen as O = {(—£k 0),
(k 0), (0, —4k), (0, b} Since pfd means the
correlation coefficient along a direction d, C, in Eq.
(22) implies the maximum deviation of correlation
coefficients over the local region whose center is at
». As it normalized by local standard deviations, it is
also expected to be robust to variation of illumination.
For stabilization, the variances in the denominator of

Eq. (23) are clipped with a threshold &

. PROPOSED METHOD

In this

recognition method whose block diagram is shown in

section, we will describe our face
Fig. 2. When a test image Its enters the system, it

first extracts three types of features and fuses the
three into a feature image I,,. Next, it obtains a test

feature matrix transformed by (2D)* PCA process.
The system finally classifies the test feature matrix
by comparing it with the training feature matrices in
a DB.

One of the three types of features used in the
proposed method is the BDIP defined in Eq. (21) and
the others are the two types of the BVLC. In order
to distinguish them from each other, we redefine the
BVLC in terms of the distance & as follows:

le": maxp, (d) — minp,(d)

a< 0, € 0,

(24)

where O denotes a set of four orientations according
to k& For simplicity, we call them BVLC1 and BVLC2
in case of £ =1 and k& = 2, respectively.

Examples of BDIP, BVLC], and BVLC2 feature
images are illustrated in Fig. 3. The first column (a)
consists of four original images taken from Yale B
and Weizmann DB. The former is chosen for lighting
variant experiment and the latter for lighting plus
expression variant experiments. The first two original
images come from Subset 1 and Subset 4 of Yale B
DB and the last two from the training set, and

Subset 3 of Weizmann.
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Fig. 2. Block diagram of the proposed face recognition

using (2D)*PCA.

d
a3 3. BDIP, BVLC1, BVLC2 &7 AA of (a) ¥
A (b) BDIP ¥4 (c) BVLC1 ¥4k (d) BVLC2
A
Fig. 3. Examples of BDIP, BVLC1, and BVLC2 feature

images. (a) Original images, (b) BDIP images,
(c) BVLC1 images, (d) BVLC2 images.

The first two original images come from Subset 1
and Subset 4 of Yale B DB and the last two from
the training set, and Subset 3 of Weizmann. The
second column (b) corresponds to the BDIP images,
the third (c) to the BVLCI1 images, the fourth (d) to
the BVLC2 images.

We can see from Fig. 3 that BDIP, BVLCI, and
BVLC2 images are shown to be features different
from raw images. It is shown that BDIP can extract
sketch-like feature images, where edges and valleys

around the eyes and lips are more emphasized both

(337)
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for the normal image and the shadowy image. We
also see that BVLCI and BVLC2 can extract features
around eyes, noses, and lips region well. Since the
texture features BDIP, BVLCl1 and BVLC2 are
normalized well, all of them seem helpful to overcome
variation of illumination. In addition, even though
facial expressions change, the property of facial
textures does not change so much, so that all of
them look less sensitive to variation of facial
expression.

Extracting BDIP, BVLC1, and BVLC2 images from

a test image, the system forms the test feature image

I,, by fusing the three feature images. That is

I,.=[p ¢,

where D, ¢!, and * denote BDIP , BVLCI, and
BVLC2 images, respectively. An A x N test image

(25)

yields an M x 3N feature image.

Then we can obtain its feature matrix by using
Eq. (15), calculate the distance between the test
feature matrix and each of training feature matrices
by Eq. (16) and finally classify it by Eq. (17).

IV. EXPERIMENT RESULTS

In this section, the performance of the proposed
approach is evaluated with four face DBs: FERET[21],
Weizmann[gg], Yale B[ZZ], and Yale™. The facial parts
of images in FERET, Yale B, and Yale are cropped
and resized to images of pixels without rotation and
those in Weizmann are resized to images of 112x92
pixels without cropping.

For performance comparison, we implement not
only our method but also other methods using raw
BDIP, BVLCl, and BVLCZ
respectively. As for gradientface, the parameter o of
the Gaussian kernel is set to 0.1. As for BDIP and
BVLCs, the clipping thresholds are set to &p = 2 and
to &y = 0.001, respectively. The performance of face

image, gradientface,

recognition is measured as the averaged recognition
rate, which is defined as the ratio of the number of

test images classified correctly to the number of all
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the test images.

4.1 Results on FERET DB
For FERET, we select 1196 images for 1196
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persons in the gallery set for training, 1195 images
in the probe set FB for expression variant test, and

194 images in the probe set FC for lighting variant
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Table 1. The highest recognition rates [%] of six face recognition methods according to various analysis schemes
for FERET DB.
Analysis 5
PCA WPCA 2D PCA (2D)'PCA
schemes
Test | Expression | Lighting | Expression | Lighting | Expression | Lighting | Expression | Lighting

Feature Variant Variant Variant Variant Variant Variant Variant Variant
Raw 70.96 3.61 67.11 61.34 73.97 5.15 71.63 6.19
gradientface 68.28 30.93 72.89 44.85 75.40 52.58 75.82 48.45
BDIP 61.84 60.82 59.25 54.64 66.28 57.22 63.77 56.19
BVLCI 76.23 53.09 74.06 55.15 75.40 57.73 77.41 64.95
BVLC2 76.74 59.79 82.26 62.37 75.48 65.46 76.82 57.73
Proposed 80.25 72.68 83.60 73.71 80.50 76.80 80.84 7132

v
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Table 2. The highest recognition rates [%] of six face recognition methods according to various analysis schemes

for Weizmann DB.

Analysis )
PCA WPCA 2D PCA (2D)PCA
schemes
Test Expression Expression Expression plus Expression
Feature plus lighting plus lighting lighting plus lighting
Raw 57.5 (126) 85.19 (125) 99.62  (112x3) 99.62  (5x5)
97.69
gradientface 96.35 (123) 98.65 (127) 99.62 (112x18)
(20x20)
BDIP 92.69 (129) 92.12  (65) 99.23  (112x5) 99.62  (9x9)
BVLCI 98.85 (118) 98.65 (114) 100 (112x5) 99.23  (6x6)
99.23
BVLC2 99.04 (121) 98.46 (91) 100 (112x7)
(13x13)
Proposed 99.23  (90) 99.23 (121) 100 (112x7) 100 (9x9)

test. Fig. 4 and Fig. 5 show the recognition rates of six
face recognition methods according to the number of
selected eigenvalues for the probe set FB and for the
probe set FC, respectively. Table 1 lists their highest
recognition rates.

From Table 1, we can see that the performance of
the gradientface feature is not higher than that of the
raw image feature in expression variant test over
PCA, and much lower than that of the raw image
feature in lighting variant test over WPCA. However,
the performance of the fusion of BDIP and BVLCs
features is higher than that of the raw image feature
and that of the gradientface feature over PCA,
WPCA, 2D PCA, and (2D)* PCA. It achieves the best
result for expression variant test over WPCA and for
lighting variant test over (2D)* PCA. It also gives the

gain of maximum 71.13% over the raw image feature

(339)

and that of 41.75% over the gradientface feature.

4.2 Results on Weizmann DB

For Weizmann, we select 130 images for 26
persons in the training set for training, and 520
images in Subset 3 for expression plus lighting
variant test. The highest recognition rates and the
numbers of selected eigenvalues are listed in Table 2.

From Table 2, we can see that the performance of
the gradientface feature is not higher than that of the
raw image feature in expression plus lighting variant
test over (2D)* PCA. However, the performance of
the fusion of BDIP and BVLCs features is higher
than that of the raw image feature and that of the
gradientface feature, and achieves 100% over 2D PCA
and (2D)° PCA.
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Table 3. The highest recognition rates [%] of six face recognition methods according to various analysis

schemes for Yale B DB.

Analysis )
PCA WPCA 2D PCA (2D)PCA
schemes
Test Lighting Lighting Lighting Lighting
Feature Variant Variant Variant Variant
46.43
Raw 39.29 (38) 88.57 (36) 47.86 (112x19)
(20x20)
. 92.14
gradientface 93.57 (80) 98.57 (59) 94.29 (112x20)
(20x20)
99.29
BDIP 92.86 (11) 98.57 (12) 99.29 (112x10)
(16x16)
99.29
BVLCI1 97.86 (15) 97.86 (11) 96.43 (112x19)
(12x12)
99.29
BVLC2 97.14 (10) 97.86 (11) 94.29 (112x13)
(14x14)
99.29
Proposed 99.29 (11) 99.29 (10) 99.29 (112x12)
(17x17)

Ir
ar
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Table 4. The highest recognition rates [%] of six

schemes for Yale DB.

|
face

2ol B4 ol W AT oIAE%)

recognition methods according to various analysis

Analysis ,
PCA WPCA 2D PCA (2D)’PCA
schemes
Test Expression Expression Expression Expression
Feature Variant Variant Variant Variant
Raw 98.67 (9) 100 (10) 100 (112x6) 100 (5x5)
gradientface 89.33 (14) 90.67 (12) | 93.33 (112x19) | 92.00 (9x9)
BDIP 98.67 (9) 98.67 (9) 100 (112x4) 100 (4x4)
98.67
BVLCI1 96.00 (14) 97.33 (13) 98.67 (112x15)
(11x11)
98.67
BVLC2 96.00 (11) 97.33 (13) 96.00 (112x7)
(11x11)
Proposed 97.33 (7) 98.67 (10) 98.67 (112x8) | 100 (11x11)
4.3 Results on Yale B DB feature.
For Yale B, we select 190 images for 10 persons in
Subset 1 and Subset 2 for training and 140 images in 4.4 Results on Yale DB
Subset 4 for lighting variant experiments. The Yale DB contains 165 images for 15 persons. Each
highest recognition rates and the numbers of selected person has 11 images with different facial

eigenvalues are shown in Table 3.

From Table 3, we can see that the performance of
the gradientface feature is higher than that of the
raw image feature. The performance of the fusion of
BDIP and BVLCs features is higher than that of the

raw image feature and that of the gradientface

expressions. We select a normal expression image for
each of 15 persons for training images and five

(happy, sad, sleepy, surprised, and

winking) for each person for test images. The

expressions

highest recognition rates and the numbers of selected

eigenvalues are shown in Table 4.
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From Table 4, we can see that the performance of
the raw image feature achieves 100% over WPCA,
2D PCA, and (2D)* PCA, but that of the graientface
feature is not higher than that of the raw image
feature. However, the performance of the fusion of
BDIP and BVLCs features also gives 100% over
(2D)* PCA.

V. CONCLUSIONS

In this thesis, a face recognition method using the
fusion of BDIP, BVLCl, and BVLC2 features has
been proposed. When a test image enters the system,
it first extracts the three types of features, then
transformed by (2D)* PCA, and finally classified it by
the nearest neighbor classifier.

From the test results for the four DBs of FERET,
Weizmann, Yale B, and Yale, we could see that the
performance of the gradientface feature is not always
better than that of the raw image feature. It means
that the gradientface feature is not always robust to
variation of illumination and expression. However, the
proposed method showed the best performance among
the implemented methods and the gain of maximum
71.13% over the raw image feature and that of
41.75% over the gradientface feature. It tells us that
the proposed method is more robust to variation of

illumination and facial expression.
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