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STOCHASTIC COMPARISON OF THE FIRST PASSAGE
TIME DISTRIBUTIONS IN THE M/G/1 RETRIAL

QUEUE

Jeongsim Kim*

Abstract. This paper gives the stochastic comparison results for
the first passage time distributions in the M/G/1 retial queue.

1. Introduction

Retrial queues are queueing systems in which arriving customers
who find all servers occupied may retry for service again after a ran-
dom amount of time. Retrial queues have been widely used to model
many problems in telephone systems, call centers, telecommunication
networks, computer networks and computer systems, and in daily life.
Detailed overviews for retrial queues can be found in the bibliographies
[1, 2, 3], the surveys [5, 7], and the books [4, 6].

Retrial queues are characterized by the following feature: If the server
is idle when a customer arrives from outside the system, this customer
begins to be served immediately and leaves the system after the service is
completed. On the other hand, any customer who finds the server busy
upon arrival joins a retrial group, called an orbit, and then attempts
service after a random amount of time. If the server is idle when a
customer from the orbit attempts service, this customer receives service
immediately and leaves the system after the service completion. Other-
wise the customer comes back to the orbit immediately and repeats the
retrial process.
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We consider the M/G/1 retrial queue where customers arrive from
outside the system according to a Poisson process with rate λ and ser-
vice times are independent and identically distributed. Let B denote
a generic random variable representing the service time, and FB be a
distribution function of the service time. The retrial time, i.e., the time
interval between two consecutive attempts made by a customer in the
orbit, is exponentially distributed with mean ν−1. The arrival process,
the service times, and the retrial times are assumed to be mutually in-
dependent. The traffic load ρ is defined as ρ = λEB. We assume that
ρ < 1 for stability of the system.

Let N(t) be the number of customers in the orbit at time t, and C(t)
is 1 if the server is busy at time t and 0 otherwise. Since {(N(t), C(t)) :
t ≥ 0} is not a Markov process, we introduce a supplementary random
variable: if C(t) = 1, we define X(t) as the elapsed service time of the
customer who is in service at time t and if C(t) = 0, we define X(t) = 0.
Then {(N(t), C(t), X(t)) : t ≥ 0} is a Markov process. We assume that
every sample path of the Markov process is right continuous. Define the
first passage times

τn = inf{t > 0 : N(t) = n,C(t) = 1, X(t) = 0}, n = 0, 1, 2, . . . ,

σn = inf{t > 0 : N(t) = n,C(t) = 0}, n = 0, 1, 2, . . . ,

that is, τn is the first time a service starts with n customers in the orbit,
σn is the first time a service ends with n customers in the orbit. Let

Gn(x) = P(σn ≤ x | N(0) = n,C(0) = 1, X(0) = 0), n = 0, 1, 2, . . . ,

Hn(x) = P(τn−1 ≤ x | N(0) = n,C(0) = 1, X(0) = 0), n = 1, 2, 3, . . . ,

that is, Gn(x) is the distribution function of the time interval that starts
when a service starts with n customers in the orbit and ends when
a service completes with n customers in the orbit, and Hn(x) is the
distribution function of the time interval that starts when a service starts
with n customers in the orbit and ends when a service starts with n− 1
customers in the orbit.

Clearly

Gn(x) ≤ Hn(x), n = 1, 2, 3, . . . ,

where F is the complementary distribution function of F , i.e., F (x) =
1 − F (x), x ∈ R. We also have the stochastic comparison on the first
passage times, as stated in the following theorem. The proofs are given
in Section 3.



Stochastic comparison of the first passage time distributions 689

Theorem 1.1. We have

Gn(x) ≥ Gm(x), x ∈ R, if 0 ≤ n ≤ m,(1.1)
Hn(x) ≥ Hm(x), x ∈ R, if 0 ≤ n ≤ m.(1.2)

2. Stochastic comparison of Markov renewal sequences

In this section we provide a stochastic comparison result for Markov
renewal sequences. We begin with recalling the definition of Markov
renewal sequence. Let {(Nn,Sn) : n = 0, 1, 2, . . .} be a sequence of
random vectors taking values in {0, 1, 2, . . .}× [0,∞) such that 0 = S0 ≤
S1 ≤ S2 ≤ · · · . The process {(Nn,Sn) : n = 0, 1, 2, . . .} is said to be a
Markov renewal sequence (MRS) if

P(Nn+1 = j,Sn+1 − Sn ≤ x | (N0,S0), (N1,S1), . . . , (Nn,Sn))
= P(Nn+1 = j,Sn+1 − Sn ≤ x | Nn).

We denote Kij(x) = P(Nn+1 = j,Sn+1 − Sn ≤ x | Nn = i), i, j =
0, 1, 2, . . ., x ≥ 0. The matrix K(x) = (Kij(x)) is called the kernel of the
MRS {(Nn,Sn) : n = 0, 1, 2, . . .}.

The following lemma, which will be used to prove Theorem 1.1, may
be found in the open literature, but for completeness we prove this.

Lemma 2.1. For k = 1, 2, we consider an MRS {(N (k)
n ,S(k)

n ) : n =
0, 1, 2, . . .} with kernel K(k)(x) = (K(k)

ij (x)), i, j = 0, 1, 2, . . ., x ≥ 0.
Suppose that

(i) For k = 1, 2,

K(k)
0j (x) =

{
U(x) if j = 0,

0 if j ≥ 1,

where U(x) =
{

1 if x ≥ 0,
0 if x < 0.

(ii) For k = 1, 2, K(k)
ij (x) = 0 if j < i− 1.

(iii) For each i = 1, 2, . . ., there is a random vector (X (1),Y(1),X (2),Y(2))
such that

P(X (1) ≤ X (2),Y(1) ≤ Y(2)) = 1,(2.1)

P(X (k) = j,Y(k) ≤ x) = K(k)
ij (x), x ≥ 0, j = 0, 1, 2, . . . , k = 1, 2.(2.2)

(iv) For each i = 1, 2, . . ., limn→∞ P(N (2)
n = 0 | N (2)

0 = i) = 1.
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Then, for each i0 ≥ 1, and x ≥ 0,

P( lim
n→∞S

(1)
n > x | N (1)

0 = i0) ≤ P( lim
n→∞S

(2)
n > x | N (2)

0 = i0).

Proof. We note that (X (1),Y(1),X (2),Y(2)) = (0, 0, 0, 0) satisfies (2.1)
and (2.2) if i = 0. Hence, for each i = 0, 1, 2, . . ., there is (X (1),Y(1),X (2),

Y(2)) such that (2.1) and (2.2) hold.
Now we construct a sequence of random vectors (X (1)

n ,Y(1)
n ,X (2)

n ,Y(2)
n ),

n = 0, 1, 2, . . ., by induction on n as follows: Let (X (1)
0 ,Y(1)

0 ,X (2)
0 ,Y(2)

0 ) =
(i0, 0, i0, 0). Suppose that (X (1)

k ,Y(1)
k ,X (2)

k ,Y(2)
k ), k = 0, 1, . . . , n, are de-

fined. Choose (X (1)
n+1,X (2)

n+1,Y(1)
n+1,Y(2)

n+1) such that

P(X (1)
n+1 ≤ X (2)

n+1,Y(1)
n+1 ≤ Y(2)

n+1) = 1,

P(X (k)
n+1 = j,Y(k)

n+1 ≤ x | X (2)
n ) = K(k)

X (2)
n j

(x), k = 1, 2.

Let (N (2)
n ,S(2)

n ) = (X (2)
n ,

∑n
k=1 Y(2)

k ), n = 0, 1, 2, . . .. Then {(N (2)
n ,S(2)

n ) :
n = 0, 1, 2, . . .} is the MRS with kernel K(2)(x) = (K(2)

ij (x)). Now we

construct an MRS with kernel K(1)(x) = (K(1)
ij (x)). Define random times

0 = ι0 < ι1 < ι2 < · · · by

ιn+1 = inf{k > ιn : X (1)
ιn+1 = X (2)

k }, n = 0, 1, 2, . . . .

Let (N (1)
n ,S(1)

n ) = (X (2)
ιn ,

∑n
k=1 Y(1)

ιk−1+1), n = 0, 1, 2, . . .. Then it can

be observed that {(N (1)
n ,S(1)

n ) : n = 0, 1, 2, . . .} is the MRS with kernel
K(1)(x). Since

S(1)
n =

n∑

k=1

Y(1)
ιk−1+1 ≤

n∑

k=1

Y(2)
ιk−1+1 ≤

ιn∑

k=1

Y(2)
k = S(2)

ιn , n = 0, 1, 2, . . . ,

we have

lim
n→∞S

(1)
n ≤ lim

n→∞S
(2)
ιn = lim

n→∞S
(2)
n .(2.3)

Since N (1)
0 = N (2)

0 = i0, (2.3) completes the proof of the lemma.

3. Proof of Theorem 1.1

3.1. Proof of (1.2)

Suppose that a service begins at time 0. Denote by 0 = T0 <
T1 < T2 < · · · the service initiation epochs. Then {(N(Tn), Tn) : n =
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0, 1, 2, . . .} is an MRS with kernel

K(x) =




K00(x) K01(x) K02(x) · · ·
K10(x) K11(x) K12(x) · · ·

0 K21(x) K22(x) · · ·
0 0 K32(x) · · ·

. . . . . .




,

where

Kij(x) =





λ
jν+λ

aj−i ∗ Ejν+λ(x) + (j+1)ν
(j+1)ν+λ

aj−i+1 ∗ E(j+1)ν+λ(x) if j ≥ i,
iν

iν+λ
a0 ∗ Eiν+λ(x) if j = i− 1,

0 if j < i− 1,

with al(y) = 1
EB

∫∞
y e−λt (λt)l

l! dFB(t), and Eα denoting the exponential
distribution with rate α. We note that Hn(x) is given by

Hn(x) = P(Tkn−1 ≤ x | N(T0) = n),(3.1)

where

kn−1 = inf{k ≥ 1 : N(Tk) = n− 1}.
Consider an MRS {(N (n)

k ,S(n)
k ) : k = 0, 1, 2, . . .} with kernel

K(n)(x) =




U(x) 0 0 · · ·
Kn,n−1(x) Knn(x) Kn,n+1(x) · · ·

0 Kn+1,n(x) Kn+1,n+1(x) · · ·
0 0 Kn+2,n+1(x) · · ·

. . . . . .




.

Then equation (3.1) can be written as

Hn(x) = P( lim
k→∞

S(n)
k ≤ x | N (n)

0 = 1).

We prove (1.2) for n ≤ m. By Lemma 2.1, it suffices to show that
for every i = 1, 2, 3, . . ., there is a random vector (X (1),Y(1),X (2),Y(2))
such that

P(X (1) ≤ X (2),Y(1) ≤ Y(2)) = 1,

P(X (1) = j,Y(1) ≤ x) = Km−1+i,m−1+j(x), x ≥ 0, j = 0, 1, 2, . . . ,

P(X (2) = j,Y(2) ≤ x) = Kn−1+i,n−1+j(x), x ≥ 0, j = 0, 1, 2, . . . .

Now suppose that a service starts at time 0, and that there are m−1+ i
customers in the orbit at time 0, excluding the one starting service. We
divide the m−1+ i customers in the orbit into two groups, group 1 and
group 2; group 1 consists of n − 1 + i customers, and group 2 consists
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of the other m − n customers. We call group 3, which consists of the
customers arriving exogenously during the first service time.

We define the following epochs. Let δ1 be the time of the first exoge-
nous arrival after the first service completion, δ2 the first retrial epoch
of customers in groups 1 and 3 after the first service completion, and
δ3 the first retrial epoch of customer in group 2 after the first service
completion. Assume that L customers arrive exogenously during the
first service time, i.e., L is the number of customers in group 3. Let
Y(1) ≡ min{δ1, δ2, δ3}, i.e., Y(1) is the second service initiation epoch for
the retrial queue where the first service starts at time 0 with m− 1 + i
customers in the orbit. Then the number of customers in the orbit
immediately after the beginning of the second service is given by{

m− 1 + i + L if δ1 = min{δ1, δ2, δ3},
m + i + L − 2 if δ1 > min{δ1, δ2, δ3}.

Let

X (1) =
{

i + L if δ1 = min{δ1, δ2, δ3},
i + L − 1 if δ1 > min{δ1, δ2, δ3}.(3.2)

Then

P(X (1) = j,Y(1) ≤ x) = Km−1+i,m−1+j(x)

= K(m)
ij (x).

On the other hand, let Y(2) ≡ min{δ1, δ2}, i.e., Y(2) is the second
service initiation epoch for the retrial queue where the first service starts
at time 0 with n − 1 + i customers in the orbit. Then the number of
customers in the orbit immediately after the beginning of the second
service is given by{

n− 1 + i + L if δ1 = min{δ1, δ2},
n + i + L − 2 if δ1 > min{δ1, δ2}.

Let

X (2) =
{

i + L if δ1 = min{δ1, δ2},
i + L − 1 if δ1 > min{δ1, δ2}.(3.3)

Then

P(X (2) = j,Y(2) ≤ x) = Kn−1+i,n−1+j(x)

= K(n)
ij (x).

By (3.2) and (3.3), we have X (1) ≤ X (2). Clearly, Y(1) ≤ Y(2). Therefore,
the proof is complete.
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3.2. Proof of (1.1)

Conditioning on the first service time, the number of exogenous ar-
rivals during the first service time and the following exogenous arrival
time or retrial time, we have

Gn(x) = a0(x) +
∞∑

k=1

ak ∗ E(n+k)ν+λ ∗ Hn,k ∗Gn(x),(3.4)

where

Hn,k = (n+k)ν
(n+k)ν+λHn+k−1 ∗ · · · ∗Hn+1

+ λ
(n+k)ν+λHn+k ∗ · · · ∗Hn+1.

Here Hn+k−1 ∗ · · · ∗Hn+1 with k = 1 is interpreted as U . Equation (3.4)
can be written as

Gn(x) =
∞∑

l=0

( ∞∑

k=1

ak ∗E(n+k)ν+λ ∗ Hn,k

)∗l
∗ a0(x).(3.5)

Since the distribution functions E(n+k)ν+λ and Hn,k decrease stochasti-
cally as n increases, (3.5) implies that Gn decreases stochastically as n
increases. This proves (1.1).

References

[1] J. R. Artalejo, A classified bibliography of research on retrial queues: Progress
in 1990-1999, Top 7 (1999), 187-211.

[2] J. R. Artalejo, Accessible bibliography on retrial queues, Math. Comput. Model.
30 (1999), 1-6.

[3] J. R. Artalejo, Accessible bibliography on retrial queues: Progress in 2000-2009,
Math. Comput. Model. 51 (2010), 1071-1081.

[4] J. R. Artalejo and A. Gómez-Corral, Retrial Queueing Systems, Springer, 2008.
[5] G. I. Falin, A survey of retrial queues, Queueing Systems 7 (1990), 127-168.
[6] G. I. Falin and J. G. C. Templeton, Retrial Queues, Chapman & Hall, London,

1997.
[7] T. Yang and J. G. C. Templeton, A survey on retrial queues, Queueing Systems

2 (1982), 201-233.

*
Department of Mathematics Education
Chungbuk National University
Cheongju 361-763, Republic of Korea
E-mail : jeongsimkim@chungbuk.ac.kr


