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ABSTRACT 
 

This paper proposes a segmentation method for overlapped vehicles based on analysis of the vehicle location and the spatiotemporal 
association information. This method can be used in an intelligent transport system. In the proposed method, occlusion is detected by 
analyzing the association information based on a vehicle’s location in continuous images, and occlusion segmentation is carried out 
by using the vehicle information prior to occlusion. In addition, the size variations of the vehicle to which association tracking is 
applied can be anticipated by learning the variations according to the overlapped vehicles’ movements. To assess the performance of 
the suggested method, image data collected from CCTVs recording traffic information is used, and average success rate of occlusion 
segmentation is 96.9%. 
 
Keywords: Intelligent Transport System, Occlusion segmentation, Spatio-temporal association, Tracking, Vehicle. 
 
 

 1. INTRODUCTION 
 

The information about moving vehicles is a basic data 
element that can be used for traffic analysis, as a traffic 
indicator in an Intelligent Transport System(ITS) and various 
areas of transportation. If there are errors in this information, a 
variety of systems and policies that rely on it will produce 
incorrect results. Thus, it is important to extract reliable traffic 
information. The spatio-temporal association is obtained by 
analyzing the spatio-temporal relationships of vehicles among 
moving vehicles in the scene required by the tracking modules. 
For this reason, researches on tracking moving vehicles to build 
a highly reliable Traffic Management System are ongoing [1-4]. 
However, a tracking method using a vehicle’s association 
information has not been used, due to environmental reasons 
and technical difficulties.  

Vehicle tracking approaches can be classified by feature 
selection as follows: Region Based Tracking[5],[10],[13], Color 
Based Tracking[6],[11],[12] and Contour Based Tracking[7]-
[9]. In Region Based Tracking, a background model is 
generated for an image. For each input image frame, the 
absolute difference between the input image and the 
background image is found in order to extract the foreground 
blobs corresponding to the vehicles. These approaches have 
been proposed in Gupte et. al [5], but they have difficulties 
handling shadows, occlusion and large vehicles, in that they all 
cause multiple overlapping vehicles to appear as a single object. 

Color Based Tracking is a method for tracking that develops 
a color model of a vehicle in advance and decides the location 
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and size of the region in the video that best matches the color 
model. Comaniciu et. al [6] suggested a method of representing 
a vehicle’s color distribution in a histogram, applied an iterative 
mean shift algorithm and found the nearest mode to the vehicle 
by using a probability distribution in the next image. This 
method is suitable for real-time tracking and makes it possible 
to trace multiple vehicles even in a mobile camera environment. 
However, it is sensitive to variations in the color distribution of 
objects as a result of other overlapping objects or variations of 
lighting conditions. 

Contour Based Tracking is a tracking method based on a 
vehicle’s contour. Vehicle tracking using active contour models 
has been reported by Koller et al[7]. The contour is initialized 
using a background difference image, and the vehicles are 
tracked using intensity and motion boundaries. This method has 
the disadvantage that the object’s initial contour information 
must be artificially assigned for tracking and the initial region 
must be assigned if the variation of the image’s contour is 
unclear. As in the previous techniques, experimental results are 
shown for image sequences without shadows or occlusion - the 
algorithm is also limited to tracking non-overlapping vehicles. 

The common problem with the traditional methods is 
occlusion between vehicles due to vehicle movements, large 
vehicles and shadows. This has reduced the performance of 
tracking systems and resulted in system malfunctions[5-7]. 
Even worse, since the tracking failure and occlusion between 
vehicles can take a variety of forms depending on the situation, 
it is difficult to predict, detect and segment overlapped vehicles. 
The proposed method in this paper is to segment the occlusion 
between vehicles in order to improve the reliability of vehicle 
tracking and to collect accurate traffic information. 

The remaining part of our paper consists of four sections. 
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Section 2 explains the proposed the occlusion segmentation 
algorithm. In section 3, we show the various segmentation 
results and provide a detailed analysis for accuracy of the 
proposed algorithm for CCTV images, and we mention the 
conclusion of the paper in section 4. 

 
 
2. PROPOSED OCCLUSION SEGMENTATION FOR 

VEHICLE TRACKING 
 
2.1. Learning vehicle size variation using location means 

The size of vehicles driving on roads varies depending on the 
camera’s location and the direction of the vehicles. For vehicles 
without occlusion, tracking is possible through analyzing the 
connected components in  frame; however, if occlusion 
occurs between vehicles, the vehicle information in 1  
frame should be utilized in order to predict the size variation 
according to the vehicle’s movements. 

If a road has a fixed gradient or is close to a plane, it is easy 
to predict the size variation, but such the assumptions do not 
hold in actual road environments. Therefore, this paper area 
variation of the vehicle in order to measure was partitioned n 
Regions of Interest(ROI) and calculated the average size of 
vehicles detected in each partitioned region in order to predict 
the size variation of vehicles between segmented regions. 

The process for learning the variation of location is as 
follows: ROI is , , , ,  is the -  partitioned 
region;  is the number of partitioned regions; all vehicles 
detected in ROI are , , , ;  is the detected 
vehicle; m  is the number of detected vehicles; the size of  
is ; the center of  is , ; and  is 
the average size of the vehicles detected in r . The average size, 

 is computed as follows 
 

∑ ,   (1) 

 
If , / , then the size variation  is, 
 

1 2,1 1,1 , 1
1,2 1 1,2 , 2

1, 2, 1, 1

      (2) 

 
In our method,  was set to 7 for predicting the size 

variation of vehicles in the ROI(see Figure 1). 
 

 
Fig. 1. ROI and ROI Segmentation 

2.2. Detection and Segmentation of Occlusion 
Vehicle occlusion can be found by making two assumptions. 

Assumption 1 is that vehicles in the ROI can disappear only 
when a vehicle is adjacent to the end edge of the ROI. 
Assumption 2 is that unless occlusion occurs, a vehicle  in 

frame has an association only with vehicle  in 
1  frame . That is, vehicles in consecutive frames have a 

1:1 relationship. Here,  that satisfies  

or argmin ,  is defined as the associated 

vehicle of (see Figure 2). 
 

 
(a)                (b) 

Fig. 2. Association of vehicle, 
(a) v v , (b)  d v , v  

 
Among the elements of  for all vehicles existing in 

the ROI in 1  frame, if the number of vehicles that 
have an association with v  is greater than 2, this is 
considered an occlusion and the segmentation process is 
carried out. If the set of vehicles with occlusion is 

 where , , , ;  is the number of 
vehicles with occlusion; the overlapped region in t  frame  
is , , , , this process will calculate a 
Transformation Matrix T for the mapping of   in  to o  

in . When Transformation Matrix 
1 0
0 1
0 0 1

, 

which maps a point ,  in  to a point ,   in 
 , we have: 
 

1
·

1 0
0 1
0 0 1

·
0

,  (3) 

,       
 

Therefore, it is possible to calculate x , y  for the 
random point ,  easily and it is trivial to get the 
transformation matrix T. Our method uses a minimum 
bounding rectangle  including , When  

, , , ; the vertex of   is 
, , , ; the minimum bounding rectangle including 

O  is  ; the vertex of Q  is , , , , the 
segmentation process can be simplified as the problem of 
finding  and  minimizing . For o  and o , 
since there exist size variations that depend on movements,  
o  is scaled from q . When  and , the 
Scaling Matrix  is, 
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, 0 ,

0 , ,
0 0 1

 (4) 

 
The described steps of occlusion segmentation so far is 

summarized as follows:  
a. Search ,  with  in  and , 

(see Figure 3(b)) 
b. Calculate Transformation Matrix T by using 

,  
c. Map o  to o  using  T ( see Figure 3(c)) 
d. ,  (see Figure 3(d)) 
e. Scale  to  using ( see Figure 3(e)) 

 
Finish if segmentation is complete for , otherwise, 

repeat the steps from step.(a) (Figure 3(f)-(h))  
 

Finally,  is converted to  as follows 
· · ·               (5) 

 
 

3. EXPERIMENT AND ANALYSIS 
 

In the experiment environment, we have Intel Core 2 Duo 
1.8GHz, 2G RAM, the test set is collected from CCTVs for 
actual traffic information collection in 5 different places, with 
an image resolution of 640x480. The training data for the 
variation learning were collected separately 1000 frames from 
each test image. Table 1 shows vehicle traffic and the degree of 
occlusion in the test set. Table 2 is an example of variation 
measurement, which measured variations between regions of 
Figure 1(Test Set 5) while Table 3 is the result of application of 
the proposed algorithm. As a result of the experiment, 
occlusion segmentation success rate was 96.96% and the 

processing time was 15 fps, with which a real-time processing 
is possible.  

 
Table 1. Test Set Analysis : ⓐ Actual Traffic ⓑ Total Playing 

Time(The Number of Frame) ⓒ The Number of Lane(One 

Way)ⓓ The Number of Average Vehicles Occupying per Frame 

ⓔ The Number of Vehicles with Occlusionⓕ Occlusion Time 

ⓖ The Number of Frame with Occlusion 

data ⓐ ⓑ ⓒ ⓓ ⓔ ⓕ ⓖ

Test Set 1 141 11m28s
(4826) 3 2.02 17 8 386

Test Set 2 179 11m57s
(6438) 3 3.49 29 11 744

Test Set 3 66 7m10s
(3919) 3 2.31 24 9 352

Test Set 4 35 2m17s
(1436) 2 1.76 6 3 79

Test Set 5 144 5m47s
(5217) 4 12.9 34 11 674

 
Table 2. The variation of vehicle size according to the region 
region 1 2 3 4 5 6 7 

1 1 1.63 1.92 2.09 2.27 2.72 3.39
2 0.61 1 1.18 1.28 1.39 1.67 2.07
3 0.52 0.85 1 1.09 1.18 1.42 1.76
4 0.48 0.78 0.92 1 1.09 1.30 1.62
5 0.44 0.72 0.85 0.92 1 1.20 1.49
6 0.37 0.60 0.71 0.77 0.83 1 1.24
7 0.30 0.48 0.57 0.62 0.67 0.80 1 

 
 

      ⁄   (6) 
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Fig. 3. Segmentation Process 
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