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COMPOUND-COMMUTING ADDITIVE MAPS

ON MATRIX SPACES

Wai Leong Chooi

Abstract. In this note, compound-commuting additive maps on matrix
spaces are studied. We show that compound-commuting additive maps
send rank one matrices to matrices of rank less than or equal to one.

By using the structural results of rank-one nonincreasing additive maps,
we characterize compound-commuting additive maps on four types of
matrices: triangular matrices, square matrices, symmetric matrices and

Hermitian matrices.

1. Introduction

Let M1 and M2 be matrix spaces over the same field. Let Φ be a matrix
function such that Φ(A) ∈ Mi whenever A ∈ Mi for i = 1, 2. We say that
a map ψ : M1 → M2 is Φ-commuting if (ψ ◦ Φ)(A) = (Φ ◦ ψ)(A) for all
A ∈ M1. In 1982, Sinkhorn [13] first studied Φ-commuting linear maps on
n-square complex matrices with Φ(A) = adjA, where adjA, the adjugate of A,
is the matrix whose (i, j)-th entry is the cofactor of the row j and column i
of A. By using the classical theorem of Frobenius [6] concerning determinant
linear preservers, he gave a general form of adjugate-commuting linear maps
on n-square complex matrices and showed that if n ⩾ 3, then the map is of the
form

A 7→ λPAP−1 or A 7→ λPAtP−1,

where λ ∈ C with λn−2 = 1, P is an invertible n-square complex matrix, and
At denotes the transpose of A. This result was generalized by Chan et al. in
[2] to arbitrary infinite fields based on the structural results of linear maps
preserving invertibility. In the same paper, linear maps on the spaces of square
matrices and symmetric matrices that commute with the exponential function,
i.e., Φ(A) = eA, were also considered. Later on, Chan and Lim [1] characterized
linear maps on square matrices that commute with the k-th power function,
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i.e., Φ(A) = Ak for some fixed positive integer k. More recently, by relaxing
the linearity assumption, some researchers considered Φ-commuting additive
maps. For instance, adjugate-commuting additive maps were studied on the
space of complex Hermitian matrices in [14], square matrices and symmetric
matrices in [15], and triangular matrices in [15, 3], respectively. We refer the
reader to [12, Chapter 9] and [17, Chapter 10] for more information.

Let F be a field and let Mm,n(F) denote the linear space ofm×n rectangular
matrices over F. We write Mn,n(F) as Mn(F). If A ∈ Mn(F), then the (n−1)-
th compound matrix, or simply compound matrix of A, denoted by Cn−1(A), is
the n-square matrix whose entries are

Cn−1(A)ij = det(A[n+ 1− i |n+ 1− j ])

with 1 ⩽ i, j ⩽ n, where A[i|j] is the (n−1)-square submatrix of A obtained by
excluding its i-th row and j-th column. In this note, we study Φ-commuting ad-
ditive maps in the context of Φ(A) = Cn−1(A), and call such a map compound-
commuting. Nevertheless, to our knowledge, compound-commuting additive
maps on matrix spaces have not been studied yet. We show, in Lemma 2.5,
that every nonzero compound-commuting additive map is rank-one nonincreas-
ing, i.e., the map sends rank one matrices to matrices of rank less than or equal
to one. By using the structural results of rank-one nonincreasing additive maps
on the space of block triangular matrices in [3], symmetric matrices in [8, 7],
and Hermitian matrices in [9, 10, 11], respectively, we characterize compound-
commuting additive maps on the spaces of square matrices, triangular matrices
and symmetric matrices over arbitrary fields, and on the space of Hermitian
matrices over a field with proper involution. We will see in Theorem 2.8 that
the classification of compound-commuting additive maps on triangular matri-
ces is quite different and essentially more complicated than the corresponding
theorems on spaces of square matrices, symmetric matrices, and Hermitian
matrices.

We introduce some notation that will be needed in our discussion. Through-
out this note, unless otherwise specified, we assume F is an arbitrary field, and
m and n are positive integers with n ⩽ m. Let k, n1, . . . , nk be positive integers
satisfying n1 + · · · + nk = n. By Tn1,...,nk

(F), we designate the subalgebra of
Mn(F) consisting of block matrices (Aij) of the form

A11 A12 · · · A1k

0 A22 · · · A2k

...
...

. . .
...

0 0 · · · Akk


with Aij ∈ Mni,nj (F) for every 1 ⩽ i ⩽ j ⩽ k. We shall call such an algebra
Tn1,...,nk

(F) a block triangular matrix algebra. In particular, when ni = 1
for all i, then it constitutes the algebra of n-square triangular matrices and
is abbreviated to Tn(F), and Tn1,...,nk

(F) = Mn(F) when k = 1. For each
block triangular matrix algebra Tn1,...,nk

(F), we associate a chain of nonnegative
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integers 0 = δ0 < δ1 < · · · < δk−1 < δk = n with δi = n1 + · · · + ni for each
i = 1, . . . , k. Let − : F → F be a field involution (i.e., a+ b = a + b, ab = ba,
and a = a for every a, b ∈ F). A matrix A ∈ Mn(F) is symmetric if At = A,
and is called a Hermitian matrix on the involution − of F, or simply Hermitian,

if A∗ := A
t
= A, where − is applied on A entrywise. Let Sn(F) and Hn(F)

denote, respectively, the set of all n-square symmetric matrices and n-square
Hermitian matrices over F. Note that Hn(F) = Sn(F) if the involution − is
identity. We will use Eij and Fij to designate the matrix units of Mn(F)
and Mm(F), respectively, whose (i, j)-th entry is one and the others are zero.
We denote by In the n-square identity matrix, and Zn the diagonal matrix∑n

i=1(−1)i+1Eii. Given a matrix A = (aij) ∈ Mm,n(F), by rankA, Aσ and
A∼, we denote, respectively, the rank of A, the m × n matrix whose (i, j)-th
entry is σ(aij) with σ a field homomorphism on F, and the n×m matrix whose
(i, j)-th entry is am+1−j, n+1−i. It is easily verified that A∼ = JnA

tJm where
Jn := En1 + En−1,2 + · · ·+ E1n.

2. Results

In this section we characterize compound-commuting additive maps on the
space of square matrices, triangular matrices, symmetric matrices, and Her-
mitian matrices, respectively. For the construction of our main results, we
establish the following lemmas.

We start with the following interesting result proved by Fošner and Šemrl
in [5].

Lemma 2.1 ([5, Lemma 2.1]). Let F be a field, and let m and n be posi-
tive integers with m > n. If A1, . . . , Am are matrices in Mn(F) such that
det
(∑

i∈I Ai

)
= 0 for every nonempty proper subset I of {1, . . . ,m}, then

det (A1 + · · ·+Am) = 0.

We recall from the introduction that

Jn =
n∑

i=1

En+1−i,i and Zn =
n∑

i=1

(−1)i+1Eii.

The proofs of the following Lemmas 2.2 and 2.3 are standard and will be
omitted.

Lemma 2.2. Let F be a field, and let n be an integer with n ⩾ 2. Then the
following hold true.

(i) Cn−1(In) = In and Cn−1(0) = 0.
(ii) If A = Jn or A = Zn, then

Cn−1(A) =

{
−A if n = 4k − 1, 4k, for k = 1, 2, . . . ,
A otherwise.

(iii) Let a ∈ F. Then
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(a) Cn−1(In−En+1−i,n+1−i+(a−1)Ejj) = aEii for every 1 ⩽ i ⩽ n,
where j is an integer with 1 ⩽ j ̸= n+ 1− i ⩽ n.

(b) Cn−1(In−En+1−i,n+1−i−En+1−j,n+1−j+(−1)i+j+1aEn+1−j,n+1−i)
= aEij for every 1 ⩽ i ̸= j ⩽ n.

Lemma 2.3. Let F be a field, and let n be an integer with n ⩾ 2. Let σ :
F → F be a field homomorphism and let − : F → F be a field involution. Let
A,B ∈ Mn(F) and α ∈ F. Then the following statements hold true.

(i) Cn−1(αA) = αn−1Cn−1(A).
(ii) Cn−1(AB) = Cn−1(A)Cn−1(B).
(iii) Cn−1(A

−1) = Cn−1(A)
−1 when A is invertible.

(iv) Cn−1(A
σ) = Cn−1(A)

σ.
(v) Cn−1(A

t) = Cn−1(A)
t.

(vi) Cn−1(A
∼) = Cn−1(A)

∼.

(vii) Cn−1(A) = Cn−1(A).
(viii) rankCn−1(A) = n whenever rankA = n.
(ix) rankCn−1(A) = 1 whenever rankA = n− 1.
(x) rankCn−1(A) = 0 whenever rankA ⩽ n− 2.
(xi) Cn−1(A) = Zn((adjA)

∼)Zn.

Lemma 2.4. Let F be a field and K be a field with an involution −. Let n be
an integer with n ⩾ 2. Let S = Tn1,...,nk

(F) or Hn(K). If A ∈ S is of rank one,
then there is a rank n− 1 matrix B ∈ S such that A = Cn−1(B).

Proof. Let A ∈ S be a rank one matrix. We first claim that there exists a rank
n − 1 matrix D ∈ S such that A = adjD. We distinguish our proof into the
following two cases.

Case I: S = Tn1,...,nk
(F). Then there exist Est ∈ Tn1,...,nk

(F) and invertible
matrices P1, P2 ∈ Tn1,...,nk

(F) such that A = P1EstP2 (see [4, Lemma 2.1]).
Let αi = (detPi)

n−2 and let Qi = adjPi for i = 1, 2. Clearly, α1, α2 ∈ F are
nonzero and Q1, Q2 ∈ Tn1,...,nk

(F) are invertible. We let

D =

Q2

(
In − Ess +

(
1

α1α2
− 1
)
Ejj

)
Q1 if s = t,

Q2

(
In − Ess − Ett − 1

α1α2
Est

)
Q1 if s ̸= t.

Here, j is an integer with 1 ⩽ j ̸= s ⩽ n. It is clear that D ∈ Tn1,...,nk
(F) is

of rank n− 1. Since adjQi = (detPi)
n−2Pi = αiPi for i = 1, 2, it follows that

adjD = (α1P1)(
1

α1α2
Est)(α2P2) = P1EstP2 = A.

Case II: S = Hn(K). If A ∈ S is of rank one, then there exist an invertible
matrix Q ∈ Mn(K) and a scalar λ ∈ K with λ = λ such that A = λQE11Q

∗

(see [16, Proposition 1.32]). Let β = (detQ)n−2(detQ)n−2. It is clear that
β = β ̸= 0. Let U = adjQ, and let

D = U∗
(
In − E11 − E22 +

λ

β
E22

)
U.
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It is clear that D ∈ Hn(K) because λ/β = λ/β. Since adj(U∗) = (adjU)∗, we
have

adjD = (adjU) adj

(
In − E11 − E22 +

λ

β
E22

)
(adjU)∗

= (detQ)n−2Q

(
λ

β
E11

)
Q(detQ)n−2Q∗ = (λE11)Q

∗ = A.

Our claim is proved.
Let B = ZnD

∼Zn. Evidently, B is a rank n− 1 matrix in S, and
(1) Cn−1(B) = Cn−1(ZnD

∼Zn) = Cn−1(Zn)Cn−1(D
∼)Cn−1(Zn).

By the fact that adj(D∼) = (adjD)∼ and Lemma 2.3(xi), we have Cn−1(D
∼) =

Zn(adjD)Zn. By (1) and Lemma 2.2(ii), Cn−1(B) = ZnCn−1(D
∼)Zn =

Zn(Zn(adjD)Zn)Zn = adjD = A, as desired. □

Lemma 2.5. Let F be a field and let K be a field with an involution −. Let
m and n be integers with m,n ⩾ 3. Let ψ be a compound-commuting additive
map from Tn1,...,nk

(F) into Mm(F) or from Hn(K) into Hm(K). Then ψ is
rank-one nonincreasing. Moreover, if ψ ̸= 0, then m = n and ψ(In) is of rank
n.

Proof. Let S = Tn1,...,nk
(F) or Hn(K). Let A ∈ S be a rank one matrix. We see

that rankψ(A) ̸= m because n ⩾ 3 and Cn−1(ψ(A)) = ψ(Cn−1(A)) = ψ(0) = 0.
By Lemma 2.4, there exists a rank n−1 matrix B ∈ S such that A = Cn−1(B),
and so, ψ(A) = ψ(Cn−1(B)) = Cn−1(ψ(B)). Since rankψ(A) ̸= m, it follows
that rankψ(B) ⩽ m − 1, and hence, rankψ(A) ⩽ 1. Consequently, ψ is a
rank-one nonincreasing additive map.

Let ψ be a nonzero map. Since Cn−1(ψ(In)) = ψ(Cn−1(In)) = ψ(In), it
follows from Lemma 2.3(viii)-(x) that either ψ(In) = 0 or ψ(In) is of rank m.
Suppose ψ(In) = 0. Then ψ(Eii) = 0 for all i = 1, . . . , n. This is because,
for each 1 ⩽ i ⩽ n, ψ(Eii) = ψ(Cn−1(In − En+1−i,n+1−i)) = Cn−1(ψ(In −
En+1−i,n+1−i)) = Cn−1(−ψ(En+1−i,n+1−i)) = 0. For each a ∈ F (respectively,
a ∈ K with a = a if S = Hn(K)) and Eii ∈ S, in view of Lemma 2.2(iii), we
see that aEii = Cn−1(In − En+1−i,n+1−i + (a − 1)Ejj), where j is an integer
with 1 ⩽ j ̸= n+1− i ⩽ n. Thus, ψ(aEii) = Cn−1(ψ(In−En+1−i,n+1−i+(a−
1)Ejj)) = Cn−1(ψ((a− 1)Ejj)) = 0. Therefore, we have

(2) ψ(aEii) = 0

for every Eii ∈ S and a ∈ F (respectively, a ∈ K with a = a if S = Hn(K)).
When S = Tn1,...,nk

(F), for each a ∈ F and Eij ∈ Tn1,...,nk
(F) with 1 ⩽ i ̸=

j ⩽ n, we have

aEij = Cn−1(In − En+1−i,n+1−i − En+1−j,n+1−j + (−1)i+j+1aEn+1−j,n+1−i)

by Lemma 2.2(iii). So, by (2), we see that

ψ(aEij) = Cn−1(ψ((−1)i+j+1aEn+1−j,n+1−i)) = 0
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since ψ is rank-one nonincreasing. Therefore, ψ(aEij) = 0 for every a ∈ F and
Eij ∈ Tn1,...,nk

(F) with 1 ⩽ i ̸= j ⩽ n.
When S = Hn(K), for each a ∈ K and 1 ⩽ i ̸= j ⩽ n, for the sake of

simplicity, we denote

G = In − En+1−i,n+1−i − En+1−j,n+1−j + aEn+1−i,n+1−j + aEn+1−j,n+1−i).

We see that G ∈ Hn(K) and Cn−1(G) = −aa(In−Eii−Ejj)+(−1)i+j+1aEij+
aEji. By (2), we obtain ψ(Cn−1(G)) = ψ(−aa(In−Eii−Ejj)+(−1)i+j+1aEij+
aEji) = (−1)i+j+1ψ(aEij + aEji). On the other hand, by (2), we see that

ψ(Cn−1(G)) = Cn−1(ψ(G)) = Cn−1(ψ(aEn+1−i,n+1−j + aEn+1−j,n+1−i))

= ψ(Cn−1(aEn+1−i,n+1−j + aEn+1−j,n+1−i)) = 0.

Hence, ψ(aEij + aEji) = 0 for all a ∈ K and 1 ⩽ i ̸= j ⩽ n.
In both cases, together with (2), we conclude that ψ = 0, which contradicts

to our hypothesis. Then ψ(In) ̸= 0. Hence, ψ is a rank-one nonincreasing
additive mapping with ψ(In) being of rank m. By the additivity of ψ, we see
that

m = rankψ(In) ⩽
n∑

i=1

rankψ(Eii) ⩽ n.

Suppose n > m. Since ψ(In) is of rank m, it follows from Lemma 2.1 that
there exist integers 1 ⩽ s1 < · · · < sk ⩽ n with m ⩽ k ⩽ n − 1 such that
rankψ(Es1s1 + · · ·+ Esksk) = m. Thus,

m = rankCn−1(ψ(Es1s1+· · ·+Esksk)) = rankψ(Cn−1(Es1s1+· · ·+Esksk)) ⩽ 1,

a contradiction. Hence, m = n. This completes our proof. □

Let n ⩾ 1 and let F be a field. Let r, ϵ1, . . . , ϵr be positive integers such
that ϵ1 + · · ·+ ϵr = n. For each integer 1 ⩽ i ⩽ r, we denote di = ϵ1 + · · ·+ ϵi
and d0 = 0. Given a matrix A ∈ Mn(F), we associate a unique n-square block
diagonal matrix

r⊕
i=1

Ai :=


A1 0 · · · 0
0 A2 · · · 0
...

...
. . .

...
0 0 · · · Ar


where, for each 1 ⩽ i ⩽ r, Ai is the ϵi-square principal submatrix of A lying
in rows (di−1 + 1), . . . , di and columns (di−1 + 1), . . . , di. Such a block matrix⊕r

i=1Ai is called the (ϵ1, . . . , ϵr)-block diagonal matrix induced by A.
Given an n-square block triangular matrix algebra Tn1,...,nk

(F), we denote

Ω = { δi : ni = 1, 1 ⩽ i ⩽ k} ∪ {1, n}.

Let h be a positive integer with h ⩽ |Ω|. By Hh,n1,...,nk
, we designate the

totality of strictly increasing sequences of h integers α = (α1, . . . , αh) chosen
from Ω satisfying α1 = 1 and αh = n. In particular, when ni = 1 for all i,
we write Hh,n1,...,nk

as Hh,n. It is clear that when n = 1 (i.e., Tn1,...,nk
(F) =



COMPOUND-COMMUTING ADDITIVE MAPS ON MATRIX SPACES 89

T1(F)), Ω = {1} and α = 1. Given α = (α1, α2, . . . , αh) ∈ Hh,n, we denote
α∼ = (n+ 1− αh, . . . , n+ 1− α2, n+ 1− α1) ∈ Hh,n, and clearly, (α∼)∼ = α.
For example, if α = (1, 2, 6, 9) ∈ H4,9, then α

∼ = (1, 4, 8, 9) ∈ H4,9.
For each matrix A = (aij) ∈ Tn1,...,nk

(F) and α = (α1, . . . , αh) ∈ Hh,n1,...,nk
,

we associate with a unique n-square matrix, denoted A(α), to be A(α) := A
when n = 1, and

(3) A(α) :=
∑

1 ⩽ s < h
s odd

Aαs +
∑

1 ⩽ s < h
s even

At
αs

−
∑

1<s<h

aαsαsEαsαs when n ⩾ 2

where, for each 1 ⩽ s < h, Aαs = (bij) is the n-square matrix whose entries
are given by

bij =

{
aij if αs ⩽ i, j ⩽ αs+1,
0 otherwise.

Furthermore, if σ1, . . . , σh−1 are field homomorphisms on F, we use the notation
A(α)σ1... σh−1 to designate the n-square matrix defined by

(4) A(α)σ1... σh−1 :=
∑

1 ⩽ s < h
s odd

Aσs
αs

+
∑

1 ⩽ s < h
s even

(Aσs
αs
)t −

∑
1<s<h

σs(aαsαs)Eαsαs

when n ⩾ 2, and A(α)σ1... σh−1 := Aσ1 when n = 1. If σ1 = · · · = σh−1 =
σ, then A(α)σ1... σh−1 = A(α)σ. For example, if A = (aij) ∈ T6(F), α =
(1, 2, 3, 6) ∈ H4,6, and σ1, σ2, σ3 are field homomorphisms on F, then

A(α)σ1,σ2,σ3 =


σ1(a11) σ1(a12) 0 0 0 0

0 σ1(a22) 0 0 0 0
0 σ2(a23) σ2(a33) σ3(a34) σ3(a35) σ3(a36)
0 0 0 σ3(a44) σ3(a45) σ3(a46)
0 0 0 0 σ3(a55) σ3(a56)
0 0 0 0 0 σ3(a66)

 .

Let m, n and p be integers with 1 ⩽ n ⩽ m and 0 ⩽ p ⩽ m − n. We recall
that Eij and Fij denote the matrix units in Mn(F) and Mm(F), respectively.
Let Φ : Tn1,...,nk

(F) → Mm(F) be the additive map defined by

• Φ(A) =

0p 0 0
0 A(α)σ1... σh−1 0
0 0 0

 for all A = (aij)−
∑h

s=1 aαsαsEαsαs

∈ Tn1,...,nk
(F),

(I) • Φ(aEαsαs) =
∑m

j=1 gsj(a)Fp+αs,j for all a ∈ F, whenever 1 ⩽ s ⩽ h is
odd, and

• Φ(aEαsαs
) =

∑m
j=1 gsj(a)Fj, p+αs

for all a ∈ F, whenever 1 ⩽ s ⩽ h is
even,

where α = (α1, . . . , αh) ∈ Hh,n1,...,nk
, σ1, . . . , σh−1 are nonzero field homomor-

phisms on F, and g11, . . . , ghm are additive maps on F such that
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(i) for each 1 ⩽ s ⩽ h, gs,p+αs(1) = 1 and gsj(1) = 0 for j ̸= p+ αs,
(ii) when n1 ⩾ 2, g1,p+1 = σ1 and g1j = 0 for every j ̸= p+ 1, and
(iii) when nk ⩾ 2, gh,p+n = σh−1 and ghj = 0 for every j ̸= p+ n.

In view of Definitions (3) and (4), it is easy to check that rankA(α)σ1... σh−1 ⩽ 1
whenever A is of rank one. Consequently, the map Φ defined in (I) is a rank-one
nonincreasing additive map with Φ(In) = 0p ⊕ In ⊕ 0m−p−n.

An additive map ψ : Tn1,...,nk
(F) → Mm(F) is said to be (n, p)-block rank-

one nonincreasing if ψ or ψt is of the form Φ defined in (I). Here, ψ t is the
map defined by ψt(A) = ψ(A)t for all A ∈ Tn1,...,nk

(F).
We state the following result proved in [3, Theorem 2.10].

Lemma 2.6. Let F be a field, and let m and n be positive integers with m ⩾
n ⩾ 1. Then ψ : Tn1,...,nk

(F) → Mm(F) is a rank-one nonincreasing additive
map with ψ(In) being of rank n if and only if there exist invertible matrices
P,Q ∈ Mm(F) and integers 0 = s0 < s1 < · · · < sr = k such that

ψ(A) = P

(
r∑

i=1

Φi(Ai)

)
Q for all A ∈ Tn1,...,nk

(F).

Here,
⊕r

i=1Ai is the (ϵ1, . . . , ϵr)-block diagonal matrix induced by A with ϵi =
δsi − δsi−1 , δsi = n1 + · · · + nsi and δ0 = 0, and for each 1 ⩽ i ⩽ r,
Φi : Tnsi−1+1,...,nsi

(F)→ Mm(F) is a (ϵi, δsi−1)-block rank-one nonincreasing

additive map as described in (I).

Lemma 2.7. Let F be a field. Let r, ϵ1, . . . , ϵr be positive integers such that
ϵ1 + · · · + ϵr = n. Let A ∈ Tn(F), and let αi ∈ Hki,ϵi with positive integer
ki ⩽ ϵi for i = 1, . . . , r. Then

Cn−1

(
r⊕

i=1

Ai(αi)

)
=

(
r⊕

i=1

Cn−1(A
∼)i(αi)

)∼

,

where
⊕r

i=1Ai and
⊕r

i=1 Cn−1(A
∼)i are the (ϵ1, . . . , ϵr)-block diagonal matri-

ces induced by A and Cn−1(A
∼), respectively.

Proof. Let N = {1, . . . , n} and let

I =

{
(s, t) ∈ N ×N

∣∣∣∣∣ Est ∈ Tn(F) and

r⊕
i=1

(Est)i ̸= 0

}
,

where
⊕r

i=1(Est)i is the (ϵ1, . . . , ϵr)-block diagonal matrix induced by Est. Let
A ∈ Tn(F). We denote

X = (xst) = adj

(
r⊕

i=1

Ai(αi)

)
and Y = (yst) =

r⊕
i=1

(adjA)i(αi),

where
⊕r

i=1Ai and
⊕r

i=1(adjA)i are the (ϵ1, . . . , ϵr)-block diagonal matrices
induced by A and adjA, respectively. We first claim that X = Y . Since the
classical adjoint of a block triangular matrix is also a block triangular matrix
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of the same type, it follows that xst = 0 = yst for every (s, t) /∈ I . We
now consider xpq with (p, q) ∈ I . Then there exists 1 ⩽ i0 ⩽ r such that
(Epq)i0 ̸= 0. So,

xpq = (−1)p+q det

((
r⊕

i=1

Ai(αi)

)
[q|p]

)

= (−1)p+q

 r∏
i=1, i ̸=i0

detAi(αi)

× det(Ai0(αi0)[q|p]).

Since each Ai is upper triangular, by Definition (3), we have detAi(αi) =
detAi, and so

(5) xpq = (−1)p+q

 r∏
i=1, i ̸=i0

detAi

× det(Ai0(αi0)[q|p]).

We now consider the following two cases. If (Epq)i0(αi0) = 0, then ypq = 0 since
adjA ∈ Tn(F). On the other hand, it can be verified that det(Ai0(αi0)[q|p]) = 0,
and so, xpq = 0 by (5). Hence, xpq = 0 = ypq. Next, we consider (Est)i0(αi0) ̸=
0. Since

det(Ai0(αi0)[q|p]) =

{
det(Ai0 [q|p]) if (Epq)i0(αi0) = (Epq)i0 ,

det(Ai0 [p|q]) if (Epq)i0(αi0) = (Epq)
t
i0 = (Eqp)i0 .

By (5),

xpq =

 (−1)p+q
(∏r

i=1, i ̸=i0
detAi

)
×det(Ai0 [q|p]) if (Epq)i0(αi0)=(Epq)i0

(−1)p+q
(∏r

i=1, i̸=i0
detAi

)
×det(Ai0 [p|q]) if (Epq)i0(αi0)=(Eqp)i0 ,

=

{
(−1)p+q det(A[q|p]) if (Epq)i0(αi0) = (Epq)i0
(−1)p+q det(A[p|q ]) if (Epq)i0(αi0) = (Eqp)i0 ,

=

{
(adjA)pq if (Epq)i0(αi0) = (Epq)i0
(adjA)qp if (Epq)i0(αi0) = (Eqp)i0 ,

= ypq

since adjA ∈ Tn(F). Hence, xst = yst for every 1 ⩽ s, t ⩽ n, as claimed. So, we
have

(6) adj

(
r⊕

i=1

Ai(αi)

)
=

r⊕
i=1

(adjA)i(αi).

Since Cn−1(A)
∼ = Zn(adjA)Zn, and Zn =

⊕r
i=1(Zn)i and (Zn)iAi(αi)(Zn)i =

(ZnAZn)i(αi), where
⊕r

i=1(Zn)i and
⊕r

i=1(ZnAZn)i are the (ϵ1, . . . , ϵr)-block
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diagonal matrices induced by Zn and ZnAZn, respectively, and together with
(6) and Lemma 2.3(xi), we obtain(

Cn−1

(
r⊕

i=1

Ai(αi)

))∼

= Zn

(
adj

(
r⊕

i=1

Ai(αi)

))
Zn

= Zn

(
r⊕

i=1

(adjA)i(αi)

)
Zn

=

r⊕
i=1

(Zn)i(adjA)i(αi)(Zn)i

=
r⊕

i=1

Cn−1(A
∼)i(αi).

Here,
⊕r

i=1 Cn−1(A
∼)i is the (ϵ1, . . . , ϵr)-block diagonal matrix induced by

Cn−1(A
∼). This completes our proof. □

By Lemmas 2.5, 2.6 and 2.7, we give a general form of compond-commuting
additive maps from triangular matrices to square matrices over an arbitrary
field. More precisely, we have:

Theorem 2.8. Let F be a field, and let m and n be integers with m,n ⩾ 3.
Then ψ : Tn(F) → Mm(F) is a compound-commuting additive map if and only
if either ψ = 0, or m = n and there exist positive integers 0 = s0 < s1 < · · · <
sr = n with si − si−1 = sr+1−i − sr−i for i = 1, . . . , r, and a nonzero field
homomorphism σ : F → F such that

ψ(A) = P

(
r⊕

i=1

[λiAi(αi) + (1− λi)Ai(αi)
t]σ

)
Q for all A ∈ Tn(F).

Here,
⊕r

i=1Ai is the (ϵ1, . . . , ϵr)-block diagonal matrix induced by A with ϵi =
si − si−1 and ϵi = ϵr+1−i for i = 1, . . . , r; αi ∈ Hki,ϵi for some positive integer
ki ⩽ ϵi with ki = kr+1−i and α

∼
i = αr+1−i for i = 1, . . . , r; P,Q ∈ Mn(F) are

invertible with Cn−1(P ) = P (
⊕r

i=1 µiIϵi) and Cn−1(Q) = (
⊕r

i=1 µ
−1
i Iϵi)Q for

some nonzero scalars µ1, . . . , µr ∈ F; and λ1, . . . , λr ∈ {0, 1} with λr+1−i = λi
when ki even, or λr+1−i = 1− λi when ki odd for i = 1, . . . , r.

Proof. Sufficiency part. It is clear that ψ = 0 is a compound-commuting ad-
ditive map. Suppose ψ ̸= 0 and it is of the form stated in Theorem 2.8. Let
A ∈ Tn(F). By Lemma 2.7, it is easily checked that

Cn−1

(
r⊕

i=1

λiAi(αi) + (1− λi)Ai(αi)
t

)

=

(
r⊕

i=1

λiCn−1(A
∼)i(αi) + (1− λi)Cn−1(A

∼)i(αi)
t

)∼

,
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where
⊕r

i=1Ai and
⊕r

i=1 Cn−1(A
∼)i are the (ϵ1, . . . , ϵr)-block diagonal matri-

ces induced by A and Cn−1(A
∼), respectively.

Since (
⊕r

i=1Ai)
∼
=
⊕r

i=1(Ar+1−i)
∼ and

(7) Ai(αi)
∼ =

{
(Ai)

∼(α∼
i ) when αi ∈ Hki,ϵi with ki even,

(Ai)
∼(α∼

i )
t when αi ∈ Hki,ϵi with ki odd,

it follows that(
r⊕

i=1

λiCn−1(A
∼)i(αi) + (1− λi)Cn−1(A

∼)i(αi)
t

)∼

=

r⊕
i=1

[λr+1−iCn−1(A
∼)r+1−i(αr+1−i) + (1− λr+1−i)Cn−1(A

∼)r+1−i(αr+1−i)
t ]∼

=

r⊕
i=1

βr+1−i(Cn−1(A
∼)r+1−i)

∼(α∼
r+1−i) + (1− βr+1−i)(Cn−1(A

∼)r+1−i)
∼(α∼

r+1−i)
t

where βr+1−i = λr+1−i when kr+1−i is even, or βr+1−i = 1 − λr+1−i when
kr+1−i is odd for i = 1, . . . , r. Since, for each 1 ⩽ i ⩽ r, we have λr+1−i = λi
when ki is even, or λr+1−i = 1− λi when ki is odd, it follows that βr+1−i = λi
for i = 1, . . . , r. Together with the fact that kr+1−i = ki and α

∼
r+1−i = αi for

i = 1, . . . , r, we obtain

r⊕
i=1

βr+1−i(Cn−1(A
∼)r+1−i)

∼(α∼
r+1−i) + (1− βr+1−i)(Cn−1(A

∼)r+1−i)
∼(α∼

r+1−i)
t

=
r⊕

i=1

λi(Cn−1(A
∼)r+1−i)

∼(αi) + (1− λi)(Cn−1(A
∼)r+1−i)

∼(αi)
t.

Further, since ϵr+1−i = ϵi for i = 1, . . . , r, we have

r⊕
i=1

(A∼)i =
r⊕

i=1

(Ar+1−i)
∼,

and so,
r⊕

i=1

(Ar+1−i)
∼(αi) =

r⊕
i=1

(A∼)i(αi),

where
⊕r

i=1(A
∼)i is the (ϵ1, . . . , ϵr)-block diagonal matrix induced by A∼.

Together with the fact that Cn−1(A)
∼ = Cn−1(A

∼), we see that

r⊕
i=1

λi(Cn−1(A
∼)r+1−i)

∼(αi) + (1− λi)(Cn−1(A
∼)r+1−i)

∼(αi)
t

=

r⊕
i=1

λi(Cn−1(A
∼)∼)i(αi) + (1− λi)(Cn−1(A

∼)∼)i(αi)
t
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=

r⊕
i=1

λiCn−1(A)i(αi) + (1− λi)Cn−1(A)i(αi)
t.

Therefore,

Cn−1(ψ(A)) = Cn−1

(
P

(
r⊕

i=1

[λiAi(αi) + (1− λi)Ai(αi)
t]σ

)
Q

)

= Cn−1(P )Cn−1

(
r⊕

i=1

[λiAi(αi) + (1− λi)Ai(αi)
t]

)σ

Cn−1(Q)

= P

(
r⊕

i=1

λiCn−1(A)i(αi) + (1− λi)Cn−1(A)i(αi)
t

)σ

Q

= ψ(Cn−1(A)).

Hence, ψ is a compound-commuting additive map.
Necessity part. If ψ ̸= 0, then, by Lemma 2.5, we have m = n, and ψ is a

rank-one nonincreasing additive map with ψ(In) being of rank n. In view of
Lemma 2.6, there exist integers 0 = s0 < s1 < · · · < sr = n, and invertible
matrices P,Q ∈ Mn(F) such that

(8) ψ(A) = P

(
r∑

i=1

Φi(Ai)

)
Q for all A ∈ Tn(F).

Here,
⊕r

i=1Ai is the (ϵ1, . . . , ϵr)-block diagonal matrix induced by A with
ϵi = si − si−1 for i = 1, . . . , r, and each Φi : Tϵi(F) → Mn(F) is a (ϵi, si−1)-
block rank-one nonincreasing additive map as described in (I), i.e., either Φi

or Φt
i is of the form:

(a) A 7→ 0si−1⊕A(αi)
σ1···σki−1⊕0 for allA = (apq)−

∑ki

t=1 aαit,αitEαit,αit ∈
Tϵi(F),

(II)(b) aEαit,αit 7→
∑n

j=1 gtj(a)Esi−1+αit,j for all a ∈ F, whenever 1 ⩽ t ⩽ ki
is odd, and

(c) aEαit,αit 7→
∑n

j=1 gtj(a)Ej, si−1+αit for all a ∈ F, whenever 1 ⩽ t ⩽ ki
is even.

Here, σ1, . . . , σki−1 are nonzero field homomorphisms on F, αi = (αi1, . . . , αiki)
∈ Hki,ϵi for i = 1, . . . , n, and g11, . . . , gki,n are additive maps on F such that
for each 1 ⩽ t ⩽ ki, gt,si−1+αit(1) = 1 and gtj(1) = 0 for every j ̸= si−1 + αit.
Let φ : Tn(F) → Mn(F) be the additive map defined by

(9) φ(A) = P−1ψ(A)Q−1 for all A ∈ Tn(F).

By (8) and (9), we get

(10) φ(A) =

r∑
i=1

Φi(Ai) for all A ∈ Tn(F).
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By (8) and the structure of Φi’s as described in (II), we have ψ(In) = PQ. Since
Cn−1(ψ(In)) = ψ(Cn−1(In)) = ψ(In), we conclude that Cn−1(PQ) = PQ,
and so, P−1Cn−1(P ) = QCn−1(Q

−1). Let 1 ⩽ j ⩽ n. Since ψ(Cn−1(In −
En+1−j,n+1−j)) = Cn−1(ψ(In − En+1−j,n+1−j)), it follows from (8) and (II)
that PEjjQ = Cn−1(P )EjjCn−1(Q). Thus

P−1Cn−1(P )Ejj = EjjQCn−1(Q
−1) = EjjP

−1Cn−1(P ) for all j = 1, . . . , n.

Therefore, P−1Cn−1(P ) = D for some invertible diagonal matrix D = diag(d1,
. . . , dn) ∈ Mn(F). Hence

(11) Cn−1(P ) = PD and Cn−1(Q) = D−1Q.

Since ψ(Cn−1(A)) = Cn−1(ψ(A)) for all A ∈ Tn(F), it follows from (9) and
(11) that

(12) φ(Cn−1(A)) = DCn−1(φ(A))D
−1 for all A ∈ Tn(F).

In view of (10), and by the structure of Φi’s as described in (II), we see that
φ(Ess) = Ess for all s, and when s < t, we have φ(Est) = Est or φ(Est) = Ets

for every Est /∈ kerφ. Here, kerφ stands for the kernel of φ. We now show
that if Est /∈ kerφ, then

(13) φ(Est) = Est ⇒ φ(En+1−t,n+1−s) = En+1−t,n+1−s,

(14) φ(Est) = Ets ⇒ φ(En+1−t,n+1−s) = En+1−s,n+1−t.

We show only (13) as (14) can be proved similarly. By Lemma 2.2(iii)(b) and
(12), we have

φ(En+1−t,n+1−s) = φ(Cn−1(In − Ess − Ett + (−1)s+t+1Est))

= DCn−1(φ(In − Ess − Ett + (−1)s+t+1Est))D
−1

= DCn−1(In − Ess − Ett + (−1)s+t+1Est))D
−1

= D(En+1−t,n+1−s)D
−1

= (dn+1−td
−1
n+1−s)En+1−t,n+1−s.

Thus, φ(En+1−t,n+1−s) ̸= 0. On the other hand, in view of the structure of
Φi’s as described in (II), we know that φ(En+1−t,n+1−s) = En+1−t,n+1−s or
φ(En+1−t,n+1−s) = En+1−s,n+1−t. So, we conclude that φ(En+1−t,n+1−s) =

En+1−t,n+1−s, and thus, (dn+1−td
−1
n+1−s) = 1, that is, dn+1−t = dn+1−s. Con-

sequently, (13) is proved. Moreover, we note that if En+1−t,n+1−s /∈ kerφ,
then, by the structure of Φi’s as described in (II), there exists an integer
1 ⩽ i0 ⩽ r such that si0−1 + 1 ⩽ n + 1 − s, n + t − t ⩽ si0 . Therefore,
the result dn+1−t = dn+1−s whenever En+1−t,n+1−s /∈ kerφ leads us to the
conclusion dsi−1+1 = · · · = dsi for every i = 1, . . . , r. Hence, we obtain
D =

⊕r
i=1 µiIϵi for some nonzero scalars µ1, . . . , µr ∈ F, and by (11), we

get Cn−1(P ) = P (
⊕r

i=1 µiIϵi) and Cn−1(Q) = (
⊕r

i=1 µ
−1
i Iϵi)Q.
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We claim that there exists a nonzero homomorphism σ : F → F such that
either

(15) φ(aEjj) = σ(a)Ejj for every a ∈ F and 1 ⩽ j ⩽ n.

By the structure of Φi’s as described in (II), we see that, for each 1 ⩽ j ⩽ n,
φ(aEjj) is of the form as described in (a), (b) or (c). We distinguish our proof
into the following two cases:

Case I: Suppose there is an integer 1 ⩽ j0 ⩽ n such that φ(aEj0,j0) is of the
form as described in (a), i.e., there exists a nonzero homomorphism σj0 : F → F
such that φ(aEj0,j0) = σj0(a)Ej0,j0 for every a ∈ F. Let 1 ⩽ j ̸= j0 ⩽ n and
a ∈ F. If j ̸= n+ 1− j0, then, by Lemma 2.2(iii)(a) and (12), we have

φ(aEjj) = φ(Cn−1(In − En+1−j,n+1−j + (a− 1)Ej0,j0))

= DCn−1(φ(In − En+1−j,n+1−j + (a− 1)Ej0,j0))D
−1

= DCn−1(In − En+1−j,n+1−j + (σj0(a)− 1)Ej0,j0)D
−1

= D(σj0(a)Ejj)D
−1 = σj0(a)Ejj .

If j = n+1−j0, then, since n ⩾ 3, we select 1 ⩽ j1 ⩽ n with j1 ̸= j0, n+1−j0,
and so

φ(aEn+1−j0,n+1−j0) = φ(Cn−1(In − Ej0,j0 + (a− 1)Ej1,j1))

= DCn−1(In − Ej0,j0 + (σj0(a)− 1)Ej1,j1)D
−1

= σj0(a)En+1−j0,n+1−j0 .

Consequently, we conclude that there exists a nonzero homomorphism σ : F →
F such that φ(aEjj) = σ(a)Ejj for all 1 ⩽ j ⩽ n and a ∈ F. We are done.

Case II: Suppose, for each 1 ⩽ j ⩽ n, φ(aEjj) is of the form as described
in (b) or (c) only. We divide our argument into two cases:

Subcase 1: Suppose there exist integers 1 ⩽ s1 ̸= s2 ⩽ n such that ψ(aEs1,s1)
and φ(aEs2,s2) are of distinct forms. We may assume, without loss of gener-
ality, that ψ(aEs1,s1) and φ(aEs2,s2) are of the forms as described in (c) and
(b), respectively, and s2 ̸= n + 1 − s1. Let φ(aEs1,s1) =

∑n
j=1 gs1,j(a)Ej,s1

and φ(aEs2,s2) =
∑n

j=1 gs2,j(a)Es2,j , where gs1,1 . . . , gs1,n, gs2,1 . . . , gs2,n, are

additive maps on F such that gsi,si(1) = 1 for i = 1, 2, and for each i = 1, 2,
gsi,j(1) = 0 for all j ̸= si. By (12), we see that

φ(aEs1,s1) = φ(Cn−1(In − En+1−s1,n+1−s1 + (a− 1)Es2,s2))

= DCn−1(φ(In − En+1−s1,n+1−s1 − Es2,s2 + aEs2,s2))D
−1

= DCn−1

In − En+1−s1,n+1−s1 − Es2,s2 +

n∑
j=1

gs2,j(a)Es2,j

D−1

= D(gs2,s2(a)Es1,s1 + (−1)s1+s2+1gs2,n+1−s1(a)Es1,n+1−s2)D
−1

= gs2,s2(a)Es1,s1 + (−1)s1+s2+1gs2,n+1−s1(a)β1Es1,n+1−s2 ,
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where DEs1,n+1−s2D
−1 = β1Es1,n+1−s2 for some nonzero scalar β1 ∈ F. Then

n∑
j=1

gs1,j(a)Ej,s1 = φ(aEs1,s1)

= gs2,s2(a)Es1,s1 + (−1)s1+s2+1gs2,n+1−s1(a)β1Es1,n+1−s2 ,

and so, gs1,j = 0 for all j ̸= s1. Hence, we obtain φ(aEs1,s1) = gs1,s1(a)Es1,s1

for all a ∈ F.
Subcase 2: Suppose all φ(aEjj)’s are of the same form. Without loss of

generality, we assume φ(aEjj) is of form (b) for all j = 1, . . . , n. Since n ⩾ 3,
there exist integers 1 ⩽ s1 < s2 < s3 ⩽ n such that s2 ̸= n + 1 − s1 and
s3 ̸= n + 1 − s2. Let φ(aEsi,si) =

∑n
j=1 gsi,j(a)Esi,j for i = 1, 2, 3, where

gs1,1, . . . , gs1,n, gs2,1, . . . , gs3,n are additive maps on F with gsi,si(1) = 1 for i =
1, 2, 3, and for each 1 ⩽ i ⩽ 3, gsi,j(1) = 0 for all j ̸= si. By a similar argument
as in Subcase 1, we see that φ(aEs2,s2) = φ(Cn−1(In −En+1−s2,n+1−s2 + (a−
1)Es3,s3)) leads to

n∑
j=1

gs2,j(a)Es2,j = φ(aEs2,s2)

= gs3,s3(a)Es2,s2 + (−1)s2+s3+1gs3,n+1−s2(a)β2Es2,n+1−s3

for some nonzero scalar β2 ∈ F. So, gs2,j = 0 for all j ̸= s2, n + 1 − s3, and
hence,

(16) φ(aEs2,s2) = gs2,s2(a)Es2,s2 + gs2,n+1−s3(a)Es2,n+1−s3 .

Next, we consider φ(aEs1,s1) = φ(Cn−1(In −En+1−s1,n+1−s1 +(a− 1)Es2,s2)).
By (16), since s1 ̸= s3, we get gs1,j = 0 for all j ̸= s1, and hence, φ(aEs1,s1) =
gs1,s1(a)Es1,s1 for all a ∈ F.

We denote σ = gs1,s1 and s1 = s for the sake of simplicity. In view of
the proofs of Subcase 1 and Subcase 2, we have shown that there exist an
integer 1 ⩽ s ⩽ n and an additive map σ on F with σ(1) = 1 such that
φ(aEss) = σ(a)Ess for all a ∈ F. Therefore, by repeating a similar argument
as in the proof ofCase I, we can show that φ(aEjj) = σ(a)Ejj for all 1 ⩽ j ⩽ n
and a ∈ F. To complete the proof of Claim (15), it suffices to show that σ is
a field homomorphism on F. Let a, b ∈ F and let 1 ⩽ t1 ̸= t2 ⩽ n with
ti ̸= n + 1 − s for i = 1, 2. We see that abEss = Cn−1(In − En+1−s,n+1−s +
(a− 1)Et1,t1 + (b− 1)Et2,t2). Thus

σ(ab)Ess = φ(abEss)

= Cn−1(φ(In − En+1−s,n+1−s + (a− 1)Et1,t1 + (b− 1)Et2,t2))

= Cn−1(In − En+1−s,n+1−s + (σ(a)− 1)Et1,t1 + (σ(b)− 1)Et2,t2)

= σ(a)σ(b)Ess.

Hence σ(ab) = σ(a)σ(b) for all a, b ∈ F, so σ is a homomorphism on F. Thus
(15) as claimed.
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We next claim that φ(aEst) = σ(a)Est or φ(aEst) = σ(a)Ets for all Est ∈
Tn(F)\ kerφ and a ∈ F. Suppose there exists an integer 1 ⩽ j1 ⩽ n − 1
such that Ej1,j1+1 /∈ kerφ. By the structure of Φi’s as described in (II)-(a),
there exist an integer 1 ⩽ i1 ⩽ r with si1−1+1 ⩽ j1 ⩽ si1 , and a nonzero
homomorphism σj1 : F → F such that φ(aEj1,j1+1) = σj1(a)Ej1,j1+1 for all
a ∈ F, or φ(aEj1,j1+1) = σj1(a)Ej1+1,j1 for all a ∈ F. We consider only the
first case as the second case can be treated similarly. We first note, by (13),
that φ(En−j1,n+1−j1) = En−j1,n+1−j1 . Since n ⩾ 3, by choosing 1 ⩽ j ⩽ n
with j ̸= j1, j1 + 1, and together with (12) and (15), we have

φ(aEj1,j1+1)

= φ(Cn−1(In − En+1−j1,n+1−j1 − En−j1,n−j1 + En−j1,n+1−j1 + (a− 1)En+1−j,n+1−j))

= DCn−1(In − En+1−j1,n+1−j1 − En−j1,n−j1 + En−ji,n+1−j1 + (σ(a)− 1)En+1−j,n+1−j)D
−1

= D(σ(a)Ej1,j1+1)D
−1.

Since si1−1+1 ⩽ j1 ⩽ si1 and D =
⊕r

i=1 µiIϵi , we get D(σ(a)Ej1,j1+1)D
−1 =

σ(a)Ej1,j1+1, and so, σj1(a)Ej1,j1+1 = φ(aEj1,j1+1) = σ(a)Ej1,j1+1 for all a ∈
F. Hence, σj1 = σ. Consequently, by (15) and together with the structures of
Φi’s as described in (II), the claim is proved.

In view of (9), (10), (15) and by the structures of Φi’s as described in (II),
we obtain

ψ(A) = P

(
r⊕

i=1

[λiAi(αi) + (1− λi)Ai(αi)
t ]σ

)
Q for all A ∈ Tn(F).

where αi ∈ Hki,ϵi and λi ∈ {0, 1} for i = 1, . . . , r, and P,Q ∈ Mn(F) are invert-
ible matrices with Cn−1(P ) = P (

⊕r
i=1 µiIϵi) and Cn−1(Q) = (

⊕r
i=1 µ

−1
i Iϵi)Q

for some nonzero scalars µ1, . . . , µr ∈ F. By (9), (13) and (14), we conclude
that

Ej,j+1 /∈ kerψ ⇔ En−j,n+1−j /∈ kerψ.

Thus, ϵi = ϵr+1−i for every i = 1, . . . , r. Let A ∈ Tn(F). For each 1 ⩽ i ⩽ r,
we denote

Xi = [λiAi(αi) + (1− λi)Ai(αi)
t ]σ

and

Yi = [λiCn−1(A)i(αi) + (1− λi)Cn−1(A)i(αi)
t]σ,

where
⊕r

i=1 Cn−1(A)i is the (ϵ1, . . . , ϵr)-block diagonal matrix induced by Cn−1(A).
Since Cn−1(ψ(A)) = ψ(Cn−1(A)), it follows that

Cn−1

(
r⊕

i=1

Xi

)
= Cn−1(P )

−1ψ(Cn−1(A))Cn−1(Q)−1

= (

r⊕
i=1

µ−1
i Iϵi)(

r⊕
i=1

Yi)(

r⊕
i=1

µiIϵi)
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=

r⊕
i=1

Yi.

Further since ϵi = ϵr+1−i for all i = 1, . . . , r, we have(
r⊕

i=1

Ai

)∼

=

r⊕
i=1

(Ar+1−i)
∼,

and together with (7) and Lemma 2.7, it is easy to see that

r⊕
i=1

Yi = Cn−1

(
r⊕

i=1

Xi

)

= Cn−1

(
r⊕

i=1

[λiAi(αi) + (1− λi)Ai(αi)
t ]σ

)

=

((
r⊕

i=1

λiCn−1(A
∼)i(αi) + (1− λi)Cn−1(A

∼)i(αi)
t

)∼)σ

=

r⊕
i=1

[βr+1−iCn−1(A)i(α
∼
r+1−i) + (1− βr+1−i)Cn−1(A)i(α

∼
r+1−i)

t ]σ,

where βr+1−i = λr+1−i when kr+1−i is even, or βr+1−i = 1 − λr+1−i when
kr+1−i is odd for i = 1, . . . , r. Thus, Yi = [βr+1−iCn−1(A)i(α

∼
r+1−i) + (1 −

βr+1−i)Cn−1(A)i(α
∼
r+1−i)

t ]σ for all i = 1, . . . , r. Hence, for each 1 ⩽ i ⩽ r,
we have α∼

i = αr+1−i, ki = kr+1−i, and λr+1−i = λi when ki is even, or
λr+1−i = 1− λi when ki is odd. This completes our proof. □

We give two examples to illustrate the result obtained in Theorem 2.8.

Example 2.9. Let F be a field, and let σ be a nonzero field homomorphism
on F. Let ϕ : T5(F) → M5(F) be the map defined by

ϕ(A)=


σ(a11) σ(a12) 0 0 0

0 σ(a22) 0 0 0
0 σ(a23) σ(a33) 0 0
0 σ(a24) σ(a34) σ(a44) σ(a45)
0 0 0 0 σ(a55)

 for all A = (aij) ∈ T5(F).

We see that ϕ is a compound-commuting additive map and ϕ(A)∼ = ϕ(A∼)
for all A ∈ T5(F).
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Example 2.10. Let F be a field, and let σ be a nonzero homomorphism on
F. Let ψ : T9(F) → M9(F) be the map defined by

ψ(A) =



σ(a11) 0 0 0 0 0 0 0 0
σ(a12) σ(a22) σ(a23) σ(a24) 0 0 0 0 0

0 0 σ(a33) σ(a34) 0 0 0 0 0
0 0 0 σ(a44) 0 0 0 0 0
0 0 0 0 σ(a55) 0 0 0 0
0 0 0 0 0 σ(a66) σ(a67) σ(a68) 0
0 0 0 0 0 0 σ(a77) σ(a78) 0
0 0 0 0 0 0 0 σ(a88) 0
0 0 0 0 0 0 0 σ(a89) σ(a99)


for all A = (aij) ∈ T9(F). It is easy to check that ψ is a compound-commuting
additive map and ψ(A)∼ = ψ(A∼) for all A ∈ T9(F).

As an immediate consequence of Theorem 2.8, we have the following corol-
lary.

Corollary 2.11. Let F be a field, and let m and n be integers with m,n ⩾ 3.
Let ψ : Tn(F) → Mm(F) be a compound-commuting additive map. Then the
following statements are equivalent.

(a) ψ is injective.
(b) ψ(E1n) ̸= 0.
(c) m = n and there exist a nonzero field homomorphism σ : F → F and in-

vertible matrices P,Q ∈ Mn(F), with Cn−1(P ) = µP and Cn−1(Q) =
µ−1Q for some nonzero element µ ∈ F, such that

ψ(A) = PAσQ for all A ∈ Mn(F), or

ψ(A) = P (Aσ)tQ for all A ∈ Mn(F).

Proof. (a) ⇒ (b) Trivial. (b) ⇒ (c) Since ψ is nonzero, it follows from Theorem
2.8 that m = n, and together with the fact that ψ(E1n) ̸= 0, we conclude that
there exist a scalar λ ∈ {0, 1}, a nonzero field homomorphism σ : F → F, and
invertible matrices P,Q ∈ Mn(F), with Cn−1(P ) = µP and Cn−1(Q) = µ−1Q
for some nonzero element µ ∈ F, such that

ψ(A) = P (λAσ + (1− λ)(Aσ)t)Q for all A ∈ Mn(F).
(c) ⇒ (a) Trivial. We are done. □

By Lemmas 2.5 and 2.6, we obtain a characterization of compound-commu-
ting additive maps between square matrix algebras over the same field.

Theorem 2.12. Let F be a field, and let m and n be integers with m,n ⩾ 3.
Then ψ : Mn(F) → Mm(F) is a compound-commuting additive map if and only
if either ψ = 0, or m = n and there exist a field homomorphism σ : F → F, and
invertible matrices P,Q ∈ Mn(F), with Cn−1(P ) = µP and Cn−1(Q) = µ−1Q
for some nonzero element µ ∈ F, such that

ψ(A) = PAσQ for all A ∈ Mn(F), or
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ψ(A) = P (Aσ)tQ for all A ∈ Mn(F).

Proof. The sufficiency is clear. We now consider the necessity. Suppose ψ ̸= 0.
It can be deduced from Lemma 2.5, applied on Tn1,...,nk

(F) = Mn(F) (i.e.,
k = 1), we get m = n and ψ is rank-one nonincreasing with ψ(In) being of
rank n. By Lemma 2.6, again applied on Tn1,...,nk

(F) = Mn(F), there exist
a scalar λ ∈ {0, 1}, a nonzero field homomorphism σ : F → F, and invertible
matrices P,Q ∈ Mn(F) such that

ψ(A) = P (λAσ + (1− λ)(Aσ)t)Q for all A ∈ Mn(F).

Since ψ(Cn−1(A)) = Cn−1(ψ(A)) for all A ∈ Mn(F), we have

P−1Cn−1(P )Eij = EijQCn−1(Q)−1

for all Eij ∈ Mn(F), and so, P−1Cn−1(P ) = µIn = QCn−1(Q)−1 for some
nonzero element µ ∈ F. Hence, Cn−1(P ) = µP and Cn−1(Q) = µ−1Q. We are
done. □

By Lemma 2.5, Corollary 2.6 in [8] and Theorem 2.1 in [7], we have:

Theorem 2.13. Let F be a field, and let m and n be integers with m,n ⩾ 3.
Then ψ : Sn(F) → Sm(F) is a compound-commuting additive map if and only
if ψ = 0, or m = n and there exist a nonzero field homomorphism σ : F → F
and an invertible matrix Q ∈ Mn(F) with Cn−1(Q) = µQ such that

ψ(A) = λQAσQt for all A ∈ Sn(F),

where λ, µ ∈ F are scalars such that λn−2µ2 = 1.

Proof. The sufficiency part can be easily checked. For the converse, we suppose
ψ ̸= 0. By Lemma 2.5, applied on Hn(F) = Sn(F) (i.e., the field involution
− on F is identity), we get m = n and ψ is a rank-one nonincreasing additive
map with ψ(In) being of rank n. By Corollary 2.6 in [8] and Theorem 2.1 in
[7], we see that ψ is of the following forms:

(a) ψ(A) = λQAσQt for every A ∈ Sn(F), or
(b) ψ(A) = Pζ(A)P t for every A ∈ Sn(F), only when n = 3 and F =

Z2 := {0, 1}.
Here, Q ∈ Mn(F) and P ∈ M3(Z2) are invertible matrices, λ ∈ F is a nonzero
scalar, σ is a nonzero field homomorphism on F, and ζ is a rank-one nonin-
creasing linear map on S3(Z2) with ζ(I3) being of rank 3.

We first consider ψ is of form (a). By the fact that Cn−1(ψ(A))=ψ(Cn−1(A))
for A ∈ Sn(F), we have (λQ)−1Cn−1(λQ)Dij = DijQ

tCn−1(Q
t)−1 for all

1 ⩽ i, j ⩽ n. Here, Dii = Eii, and Dij = −In+Eii+Ejj+(−1)i+j+1(Eij+Eji)
when i ̸= j. Thus, (λQ)−1Cn−1(λQ) = µ−1In = QtCn−1(Q

t)−1 for some
nonzero scalar µ ∈ F, and hence, Cn−1(Q) = µQ and λn−2µ2 = 1.

Next, we suppose ψ is of form (b). The compound-commuting of ψ yields

(17) ζ(C2(A)) = DC2(ζ(A))D
t for all A ∈ S3(Z2),
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where D = P−1C2(P ) ∈ M3(Z2) is invertible. By (17), we see that ζ(A) is
singular whenever A ∈ S3(Z2) is singular. For, suppose rankζ(A0) = 3 for some
singular matrix A0 ∈ S3(Z2). Then rankC2(A0) ⩽ 1, but rankζ(C2(A0)) =
rank(DC2(ζ(A0))D

t) = 3, which contradicts to the fact that ψ is rank-one
nonincreasing. Further, the linearity of ζ and rankζ(I3) = 3 thus ascertain
that rankζ(Eii) = 1 for i = 1, 2, 3, and rankζ(Eii + Ejj) = 2 for all 1 ⩽ i ̸=
j ⩽ 3. Since ζ(E11) ∈ S3(Z2) is of rank one, there exists an invertible matrix
U1 ∈ M3(Z2) such that ζ(E11) = U1E11U

t
1. Let

ζ(E22) = U1

(
a1 B1

Bt
1 D1

)
U t
1

with a1 ∈ Z2, B1 ∈ M1,2(Z2) and D1 ∈ S2(Z2). Clearly, D1 ̸= 0. This
is because if D1 = 0, then, since rankζ(E22) = 1, we have B1 = 0, and
so, rankζ(E11 + E22) < 2, a contradiction. Further, since rankζ(E22) = 1,
we conclude that D1 is of rank one. Then there exists an invertible matrix
U2 ∈ M2(Z2) such that D1 = U2 diag(1, 0)U

t
2 , and so,

ζ(E22) = U1

a1 B1

Bt
1 U2

(
1 0
0 0

)
U t
2

U t
1

= U1

(
1 0
0 U2

)a1 b11 b12
b11 1 0
b12 0 0

(1 0
0 U t

2

)
U t
1

with b11, b12 ∈ Z2. Since rankζ(E22) = 1, it follows that b12 = 0 and b211 = a1.
Let

U3 = U1

(
1 0
0 U2

)1 b11 0
0 1 0
0 0 1

∈ M3(F2).

Clearly, U3 is an invertible matrix such that ζ(Eii) = U3EiiU
t
3 for i = 1, 2. Let

ζ(E33) = U3

(
D2 B2

Bt
2 a2

)
U t
3

with a2 ∈ Z2, B2 ∈ M2,1(Z2) andD2 ∈ S2(Z2). By the facts that rankζ(E33) =
1 and rankζ(I3) = 3, we conclude that a2 = 1, and so, B2B

t
2 = D2. Let

U = U3

(
I2 B2

0 1

)
∈ M3(F2).

It is clear that U is invertible and ζ(Eii) = UEiiU
t for i = 1, 2, 3.

Let i, j, k be three distinct integers satisfying 1 ⩽ i, j, k ⩽ 3. We denote Sij =
Eij + Eji. Since C2(Sij) = E4−k,4−k, it follows from (17) that C2(ζ(Sij)) =
Dζ(C2(Sij))D

t = Dζ(E4−k,4−k)D
t is of rank one, so rankζ(Sij) = 2. Let

ζ(Sij) = UHijU
t with Hij ∈ S3(Z2) being of rank two. We want to claim that

Hij = Sij . Since Sij+Eii+Ejj is of rank one, we get rankζ(Sij+Eii+Ejj) ⩽ 1.
Suppose that ζ(Sij +Eii+Ejj) = 0. Then ζ(Sij) = ζ(Eii)+ ζ(Ejj) = U(Eii+
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Ejj)U
t. Thus, ζ(Sij + Eii + Ekk) = U(Ejj + Ekk)U

t is of rank two. Since
C2(C2(Sij+Eii+Ekk)) = Sij+Eii+Ekk, it follows from (17) that ζ(Sij+Eii+
Ekk) = ζ(C2(C2(Sij+Eii+Ekk))) = 0. Hence, ζ(Sij) = ζ(Eii)+ζ(Ekk), and so,
ζ(Ekk) = ζ(Ejj), a contradiction. So, ζ(Sij+Eii+Ejj) = U(Hij+Eii+Ejj)U

t

is of rank one. Let Hij = (hpq) ∈ S3(Z2). Suppose hkk ̸= 0 (i.e., hkk = 1).
Since Hij +Eii +Ejj is of rank one, it follows that hii +1 = h2ik, hjj +1 = h2jk
and hij = hikhjk. Thus, we obtain rankHij = 3 for every hik, hjk ∈ Z2, a
contradiction. So, we conclude that hkk = 0. Further, since Hij +Eii +Ejj is
of rank one, it follows that hik = hjk = 0 and (hii+1)(hjj +1) = h2ij . Suppose
that hij = 0. Since rankHij = 2, we conclude that hii = 1 and hjj = 1, and so,
Hij = Eii +Ejj . This leads to a contradiction because ζ(Sij +Eii +Ejj) ̸= 0.
So, we conclude that hij = 1, and so, hii = hjj = 0. Hence, Hij = Sij , as
claimed. Consequently, we have

ζ(A) = UAU t for all A ∈ S3(Z2).

In view of (b), we obtain ψ(A) = QAQt for all A ∈ S3(Z2) where Q = PU ∈
S3(Z2) is an invertible matrix. We are done. □

By Lemma 2.5, and the structural result of rank-one nonincreasing additive
maps between Hermitian matrix spaces in [9, Theorem 2.7], [10, Main Theorem,
p. 603] and [11, Theorem 2.1 and Remark 2.4], we have the following result.

Theorem 2.14. Let F be a field which possesses a proper involution −. Let m
and n be integers with m,n ⩾ 3. Then ψ : Hn(F) → Hm(F) is a compound-
commuting additive map if and only if ψ = 0, or m = n and there exist a
nonzero field homomorphism σ on F and an invertible matrix P ∈ Mn(F) with
Cn−1(P ) = µP such that

ψ(A) = λPAσP ∗ for all A ∈ Hn(F),

where λ, µ ∈ F are nonzero scalars such that λ = λ and λn−2µµ̄ = 1.
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