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Due to the rapid development of mobile devices 
equipped with cameras, instant translation of any text seen 
in any context is possible. Mobile devices can serve as a 
translation tool by recognizing the texts presented in the 
captured scenes. Images captured by cameras will embed 
more external or unwanted effects which need not to be 
considered in traditional optical character recognition 
(OCR). In this paper, we segment a text image captured by 
mobile devices into individual single characters to facilitate 
OCR kernel processing. Before proceeding with character 
segmentation, text detection and text line construction need 
to be performed in advance. A novel character 
segmentation method which integrates touched character 
filters is employed on text images captured by cameras. In 
addition, periphery features are extracted from the 
segmented images of touched characters and fed as inputs 
to support vector machines to calculate the confident 
values. In our experiment, the accuracy rate of the 
proposed character segmentation system is 94.90%, which 
demonstrates the effectiveness of the proposed method. 
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I. Introduction 

With advances of transportation, people often travel to other 
countries without familiarity of domestic languages. If 
translation tools could be provided for travelers to help 
recognize shop or road signs, it would be of great help. 
Translation tools require proper text input systems. The 
existing text input systems include voice input, handwriting 
input, and keyboard input. The voice input systems are hard to 
use for the users without familiarity of the language because 
they cannot pronounce the words correctly. Keyboard input 
would not be feasible for such users if the languages are not 
constructed based on alphabets. Users can try drawing the 
contour of the words so that handwriting input may get a 
response. However, users may get wrong responses due to 
using the wrong stroke order of the characters. It would be 
more convenient for users to use text images directly as the 
input of the translation tools. With the help of character 
recognition techniques, such an idea is feasible since personal 
mobile devices, such as mobile phones and PDAs, are often 
equipped with low resolution cameras.  

Compared to traditional optical character recognition (OCR), 
the text images captured by users using mobile devices may 
contain objects of interest with complex backgrounds. It is a 
challenge for researchers to detect objects of interest from a 
complex and low contrast background. Instead of discussing 
the character recognition techniques, we focus on the new 
challenges imposed by the new application mentioned above in 
this work, that is, how to detect foreground texts and segment 
single character from an image correctly.  

The current text detection research is roughly divided into 
rule-based and classifier-based methods. Rule-based methods 
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[1]-[5] formulate rules with prior-knowledge to distinguish text 
and non-text blocks. The rules formulated by experienced 
experts would perform classification efficiently, but may not be 
robust. Classifier-based methods [6]-[9] utilize the extracted 
features from images as input of classifiers, such as neural 
networks, to classify text and non-text blocks. The classifiers 
usually need enough samples for training to improve the 
accuracy. Moreover, the extracted features and parameters of a 
classifier are often tuned to improve the classification rate. 

In traditional page segmentation, X-Y Cut [10], [11] is a top-
down method which uses article layouts to find paragraphs, 
text lines, and characters, and then segments them by 
horizontal and vertical projections. Therefore, it is infeasible to 
segment the document when the image is skewed. The run-
length smearing algorithm (RLSA) [12] is another simple but 
efficient page segmentation algorithm. RLSA can extract text 
blocks in the document images by manipulating a run 
smearing operation. However, RLSA also suffers from similar 
problems encountered in X-Y Cut. 

After finding text blocks, these text blocks are linked to form 
meaningful text lines, that is, words and sentences, according to 
their reading order. Text lines are constructed according to the 
distance between two text blocks. Note that row spacings are 
often larger than character spacings in most documents. 

Traditional character segmentation techniques are divided 
into projection methods, recognition-feedback-based methods, 
and classifier-based methods. Projection methods [13], [14] 
assume that the locations with no projection are the locations of 
spacing. However, it is risky to confirm segmentation locations 
using only a projection method in our application because 
touched characters and broken characters would often be 
generated when images are captured by cameras.  

Recognition-feedback-based methods [15] can provide a 
recovery mechanism for error segmentation. The segmented 
text blocks are inputs of the recognition kernel. This method is 
more reliable than projection methods, but the computational 
cost is also larger. 

Classifier-based methods [16] select segmentation points 
using classifiers trained by correct segmentation samples. The 
drawback of classifier-based methods is that classifiers require 
enough training samples to extend the classification scope.  

The flowchart of the proposed system is illustrated in Fig. 1. 
Firstly, candidate text blocks are detected after inputting a text 
image. The text blocks will be used to construct text lines by 
properties of text clusters and a distance-based method. Next, 
we find typographical structures in each text line. Finally, a 
character segmentation mechanism combined with a touched 
character filter is proposed. In the experiments, we evaluate the 
performance of our proposed system by the recognition rates of 
the segmented text blocks. 

 

Fig. 1. Flowchart of proposed system. 
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II. Text Line Extraction 

1. Text Detection 

If the background includes some patterns or water-markings, 
it would also add difficulty to the application. The pictures and 
trademarks are often classified as the foreground. Therefore, 
the proposed text detection system needs to classify the 
foregrounds into texts and pictures.  

A. Binarization 

In general, text documents are often done with high contrast. 
Therefore, foregrounds and backgrounds can be separated 
using a binarization method. Considering the performance of 
the binarization and inherent nature of the documents, we 
propose a two-stage binarization mechanism. The well-known 
Otsu method [17] is adopted in the proposed two-stage 
binarization mechanism. 

In the first stage, the proposed mechanism will look for 
foreground candidates using a global threshold found by the 
Otsu algorithm. The second stage binarization will be operated 
after text line construction. The region of a text line will be 
divided into several regions according to the average character 
width. Each of these small regions will be considered as a 
processing unit in the second stage binarization which is 
binarized by the Otsu method again. 

B. Graphic/Text Segmentation 

It will raise the performance substantially if the pictures and 
noise can be filtered from the foreground candidates as much 
as possible in this module. After the first stage binarization, the 
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Fig. 2. 7×7 mask of auto-regressive feature.  
 
foreground objects are labeled utilizing the connected 
component (CC) method. These CCs are also the text 
candidates. The CCs will be normalized to a fixed size. Then, 
auto-regressive features [18], [19] are extracted from the CCs 
as the inputs of neural network for text noise classification as 
illustrated in Fig. 2. 

2. Text Line Construction 

Users often try to cover as much of an image’s document 
area as possible when capturing documents using cameras. 
Moreover, users may use the zoom-in function to capture texts 
clearly. As a result, the image may contain the document 
contents without the margin of the document. This will add 
challenges when rotating the document images without the 
margin information. 

Compared to traditional OCR, the images captured by 
cameras are often askew and the text lines may not be straight. 
We propose a bottom-up CC-based method to construct text 
lines. 

A. Reading-Order Sequence Detection 

In this paper, a distance-based method is designed to 
construct text lines according to the observation that the row 
spacing is often greater than the word spacing in most 
document layouts. Instead of calculating the distance between 
central points of two text candidates, the distance between two 
text candidates is estimated by the out-length proposed in our 
previous work [20] as illustrated in Fig. 3. Here, out-length is 
defined as the length of the segment between the boundaries of 
two text candidates.  

The advantage of out-length is that its use avoids additional 
distance estimations when the widths of some text candidates are 
too large. In Fig. 4, we can find the neighboring CCs for each 
CC by using an out-length. For example, we can determine that 
CC 3 is closer to CC 2 than CC 1 using distances measured by 
out-length. If we consider the distances between central points of 
CCs, we will connect CC 1 and CC 2, and the text line will 
thereby be constructed in the wrong direction.   

A two-stage statistical method is proposed to find the text  

 

Fig. 3. Illustration of out-length and slant angle between two CCs.
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Fig. 4. Illustration showing that CC 3 is closer to CC 2 than CC 1 
by using out-length, but CC 1 is closer than CC 3 
estimated by using the distance between the central points 
of the CCs. 
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line reading order. In the first stage, for each text candidate, a 
neighboring candidate which has the smallest out-length is 
chosen. Then, the angle θ between the horizontal line and the 
line linking the central points of these two neighboring CCs is 
computed (see Fig. 3). For the time being, a histogram is 
constructed, and the angle θm with the majority votes is utilized 
to determine the coarse reading order orientation of the 
document. The reading order orientation will be refined by the 
typographical structures of the text lines in the second stage 
described in II.2.C. 

The coarse reading order orientation estimated in the first 
stage is temporally assumed as the correct reading order 
orientation to construct the text lines. Suppose there are n text 
CCs denoted as CC1,…, CCn. The text line construction 
algorithm is stated as follows: 

Step 1. For an unvisited text candidate area CCi and its 
neighboring CCj, angle θij which is the angle between CCi and 
CCj can be evaluated by the following equation: 

θm – ε < θij < θm + ε,               (1) 

where θm is the document reading order orientation. The 
purpose of (1) is to link several CCs into a text line along a 
straight direction. Here, ε in (1) is a tolerant threshold to link 
CCs into a straight text line. 

If the inequality in (1) is satisfied for θij, go to step 2. 
Otherwise, select another neighboring CCk with the second 
smallest out-length, and check the inequality again using angle 
θik. If the inequality in (1) is satisfied for θik, go to step 3. If (1) 
is not satisfied for both θij and θik, go to step 4.   

Step 2. Link CCj to CCi. Go to step 1, and check the next text 
candidate CCj.  

Step 3. Link CCi to CCk. Go to step 1, and check the next 
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text candidate CCk. 
Step 4. CCi cannot be connected with any other CC at this 

stage. Find another unvisited CCp and go to step 1. If all CCs 
have been visited, terminate the algorithm. 

After performing the algorithm, most CCs will be linked to 
some text lines. If the documents are captured with a slanted 
angle, the images can be deskewed by utilizing the slope of 
typo-lines.  

B. Typographical Structure 

Typographical structures [21] have been designed since the 
era of typewriter and are still preserved in the printed fonts 
today. Figure 5 illustrates the four lines (called typo-lines) 
which bound all printed English characters in three areas. The 
four lines are named the top line, upper line, baseline, and 
bottom line. The three areas are called the upper, central, and 
lower zones. 

According to the location of typographical structure, the 
printed alphanumeric characters and punctuation marks can be 
classified into seven categories, called typo-classes. 

i. Full: the character occupies three zones, such as ‘j,’ left 
parenthesis, and right parenthesis. 

ii. High: the character is located in both upper and central 
zones, such as capital letters, numerals, ‘b,’ ‘d,’ and so on. 

iii. Short: the character is only located in the central zone, 
such as ‘a,’ ‘c,’ ‘e,’ and so on. 

iv. Deep: the character appears in central and lower zones. 
Only the four lowercase letters ‘g,’ ‘p,’ ‘q,’ and ‘y’ belong to 
this typo-class. 

v. Subscript: the punctuation mark is closer to the baseline, 
such as comma, period, and so on. 

vi. Superscript: the punctuation is closer to the upper line, 
such as quotation marks, double quotation marks, and so on. 

vii. Unknown: the class is given when the typo-class cannot 
be confirmed due to lack of certain typo-lines. 

To determine the typographical structure, a typo-line 
extraction algorithm is proposed which integrates k-means and 
least mean square error (LMSE). In our proposed algorithm, a 
rough baseline is first extracted. Then, all CCs along a text line 
are classified by the distance from their top edges to the 
baseline using the k-means algorithm. Two clusters are 
generated by the k-means algorithm. Next, we apply LMSE 
algorithm on the clusters to determine the corresponding typo-
lines (top line and upper line). If the distance between top line 
and upper line is smaller than certain ratio of the average 
character height, two typo-lines will be merged into one. As 
shown in Fig. 6(a), four of five text lines lack one typo-line 
because there is no character occupying all of the three areas. 
Similarly, baseline and bottom lines can also be extracted by 
the same procedure. 

 

Fig. 5. Diagram of typographical structure and typo-class. 
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Fig. 6. Illustration showing several partial text lines merged into a 
complete text line: (a) five partial text lines in two rows 
and (b) three partial text lines merged in first row. 
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In the previous text-line extraction process, some extracted 

text lines may be the temporary text lines as depicted in    
Fig. 6(a). To further refine the text lines, we also iteratively 
combine neighboring text lines which have similar typo-lines 
to make the text lines more complete. The rationale of 
similarity lies mainly on the idea that a text line can be 
extended in a certain region along the reading order direction 
and checked as to whether or not the neighboring text line 
overlaps and exceeds over certain ratio of areas in the extended 
region. In (2) and (3), the typo-line similarities are defined as 

1 2 1

1 2 1

Threshold when ,

Threshold when ,

TL ofTailCCx TL ofHeadCCx ReadingOrder H

TL ofTailCCy TL ofHeadCCy ReadingOrder V

− > =

− > =
 

(2) 
1 2

2
1

1 2
2

2

1 2
2

1

_ _ _ ( , ) Threshold
_ ( )

when ,
_ _ _ ( , ) Threshold

_ ( )
_ _ _ ( , ) Threshold

_ ( )
_ _ _ (

Y Area of overlap TL TL
Y Projection TL

ReadingOrder H
Y Area of overlap TL TL

Y Projection TL
X Area of overlap TL TL

X Projection TL
X Area of overlap T

>

=
>

>

1 2
2

2

when ,
, )

Threshold
_ ( )

ReadingOrder V
L TL

X Projection TL

=
>

 

(3) 

where the reading order will be either horizontal or vertical, 
and the operator will change from x to y or from y to x. 
TL1ofTailCCx is the x value of the right boundary of the tail CC 
in text line 1, and TL2ofHeadCCx is the x value of the left 
boundary of the head CC in text line 2. Y_Projection(TL1) is 
the distance between the cross points of the top and bottom 
lines of TL1 on x set as (TL1ofTailCCx+TL2ofHeadCCx)/2. 
Y_Area_of_overlap(TL1, TL2) is the overlapping area between 
the cross points of the top and bottom lines of TL1 and TL2 on x 
set as (TL1ofTailCCx + TL2ofHeadCCx)/2. Threshold1 in (2) is  
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 Table 1. Appearance rate of lower letters. 

Letter 
App. 
rate Letter 

App. 
rate Letter 

App. 
rate Letter

App. 
rate 

 a 8.2  h  6.1  o  7.5  v  1.0 

 b  1.5  i  7.0  p  1.9  w  2.4 

 c  2.8  j  0.2  q  0.1  x  0.2 

 d  4.3  k  0.8  r  6.0  y  2.0 

 e  12.7  l  4.0  s  6.3  z  0.1 

 f  2.2  m  2.4  t  9.1 

 g  2.0  n 6.7  u  2.8 
 

 Table 2. Appearance rate of typo-class. 

Typo-class Full High Short Deep 

Appearance rate 0.2 35 59.1 6 

 

 
to determine the degree of closeness of two text lines. In our 
work, we consider that two text lines can be merged into one 
text line if the distance between two text lines is less than 1.5 to 
3 times of the average character width. Threshold2 in (3) 
checks the degree of similarity in the typographical structure of 
two text lines, which is important in determining the merging 
of two text lines. It is set as 0.5 in our work. 

The pictorial illustration of the rationale is shown in Fig. 6. If 
(2) and (3) are satisfied, the two temporary text lines can be 
linked. For the example in Fig. 6, the overlapping area in the 
right extended region (red rectangle in Fig. 6(a)) of “typo” and 
the partial region of “grap” is large enough. Moreover, the 
difference between the distances between the heights of the 
two typo-lines is also small enough. Therefore, “grap” will be 
linked to “typo,” and “hical” will also be linked by the same 
mechanism (blue rectangle in Fig. 6(a)).  

C. Reading Order Confirmation 

The proposed reading-order confirmation process is 
designed by analyzing the typo-classes of the characters. By 
observing typo-classes of alphanumerical characters, we can 
find that the appearance rates of high type and deep type 
characters are significantly different. The appearance rate of 
each letter varies in articles of different domains. Baker and 
others [22] calculated the appearance rates of 100,362 letters in 
newspapers and novels (Table 1). The appearance rates of the 
typo-classes are listed in Table 2. The coarse reading order 
orientation can be confirmed according to the observation that 
the appearance rates of the high type are significantly larger 
than the appearance rates of the deep type. 

III. Character Segmentation 

Comparing the images captured by the camera, it is more 
difficult to select a proper segmentation point because the 
characters are touched severely due to the blurred character 
boundaries. Hence, the images are usually enhanced to reduce 
the external effects before character segmentation. In this 
section, a character segmentation mechanism with the touched 
character filter is proposed.  

1. Mis-filtered Text Recovery 

In the previously mentioned text/noise filter (see II.1.B), the 
text CCs may be classified as the noise due to low-quality 
image. The meanings of the text lines or the words will be 
wrong due to the mis-filtered texts missing in the text line. The 
mis-filtered text CCs often are located near or in the text lines. 
Hence, these CCs would be recovered by comparing the scope 
of the text lines which are surrounded by the typo-lines. If the 
mis-filtered text CCs fall in the boundary, they are merged with 
the overlapping characters or inserted into the text lines. The 
boundaries of the text lines are extended the width of two 
characters in order to recover the CCs which are near the text 
lines.  

2. Touched Character Filtering Utilizing a Characteristic of 
CC 

In this subsection, a character segmentation mechanism with 
a touched character filtering is proposed. The text CCs will be 
classified as a single character or touched characters by the 
devised filter. The proposed mechanism consists of two stages 
including the touched character filtering utilizing a 
characteristic of CC and touched character filtering using 
peripheral features. In the first stage, seven intrinsic features of 
CCs are grouped to form a vector C={c1, c2, c3, c4, c5, c6, c7} for 
the touched character filter. The intrinsic features are described 
as follows: 

c1: the height-width ratio of CC, 
c2: the X-axis position of the maximum vertical projection 

relative to the left boundary in the CC (see Fig. 7), 
c3: the Y-axis position of the maximum horizontal projection 

 

 

Fig. 7. Relative position diagram illustrating c2 and c3.  
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Fig. 8. Flowchart of the first stage touched character filtering.
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Fig. 9. Illustration of negative samples of SVM database.  
 

relative to the upper boundary of the CC (see Fig. 7), 
c4: the maximum value of vertical projection/the height of CC, 
c5: the maximum value of horizontal projection/the width of 

CC, 
c6: the maximum value of the 5 bins average vertical 

projection/the height of CC, 
c7: the maximum value of the 5 bins average horizontal 

projection/the width of CC, 
where the 5 bins average projection in c6 and c7 is defined in (4), 
and x is the referred bin: 

  

2

2

[ ]

5

x

i x

Project i
Project

+

= −=
∑

.             (4)  

Figure 8 shows the flowchart of the first stage touched 
character filtering. The extracted feature vector C={c1, c2, c3, c4, 
c5, c6, c7} is trained by two SVMs to classify CCs into a single 

character or touched characters. The feature set {c1, c2, c3, c4, c5} 
is treated as the input for the first SVM, and {c1, c6, c7} is fed to 
the second SVM.  

The SVM database includes positive samples and negative 
samples with 7 font types (Arial, Arial Narrow, Courier New, 
Times New Roman, Mingliu, PMingliu, and KaiU) and 4 font 
sizes (32, 48, 52, and 72). The positive samples consist of 
alphanumerical characters and punctuations. The negative 
samples are composed of two connected alphanumerical 
characters. The illustration of negative samples in SVM 
database is shown in Fig. 9.  

3. Touched Character Filtering by Periphery Features 

After the first stage filtering, the periphery features will be 
extracted from the touched character CCs for use in the second 
stage filtering. The periphery features are composed of 32 
character contour values fi, where i = 1, 2, …, 32 as shown in 
Fig. 10. In Fig. 11, the closer the peripheral feature to the 
central position, the larger the weight is assigned. Comparing to 
the contour in the central zone of CC, the contour of CC in 
those non-central zones will be influenced easily by image 
distortion. Hence, the periphery features in the boundary of 
central zone will be more reliable than the periphery features in 
the boundaries of non-central zones. 

    mod 8 ,i
i i

i

p
f w

l
=                  (5) 

where the weight wimod8 can be obtained by referring to Fig. 11. 
If 0<i<9 or 16<i<25, li is the character width. Otherwise, li is 
the character height. Pi is the distance between the boundary 
and the contour, that is, the length of the blue band in Fig. 10. 
The 32 periphery features and the feature of height-width ratio 
of CC are grouped to form a feature vector F={f1, f2,…, f33}. 

Before the second stage touched character filter algorithm 
beginning, the definitions of these terms are given firstly: 

Si: periphery feature vector of the character template, Si={Sif1, 
Sif2,…, Sif33}, i=1,…, n, where n is the number of character 
templates.  

t: periphery feature vector of the character template to be 
analyzed. 

thA: thresholds in determining positive weight value. 
 

 

Fig. 10. Illustration of 32 periphery features.  
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Fig. 11. Illustration of the weight of periphery feature. 
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thB: thresholds in determining negative weight value. 
thC: threshold in determining 33rd feature value. 
The second stage touched character filtering process using 

periphery features can then be described as follows: 

Step 1.
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Step 3. If the condition in step 1 and step 2 is not satisfied, 
then dj = 0. 

Step 4. 
32 32

1 1

, 0, , 0j j j j j j
j j

PV d W d NV d W d
= =

= ∀ > = ∀ <∑ ∑ . 

Step 5. Repeat step 1 to step 4 until the whole character 
templates have been compared, and record the template with 
the largest PV. Here, PV indicates a positive weight value and 
NV is a negative weight value.  

As to the second touched character filter, we hope that the 
filter can tolerate slight skew and significant feature 
displacement. The threshold values of thA, thB, and thC are set 
as 0.05 to 0.1, 0.05 to 0.1, and 0.5. 

If the PV is larger than a threshold and NV is smaller than 
another threshold, the CC is considered as a single character. 
Otherwise, the CC is considered as a touched character.  

4. Cut Point Candidate Searching 

If the CCs are still considered as touched characters after the 
two-stage filtering, then the CCs will be inputted to the 
character segmentation mechanism. The character 
segmentation mechanism consists of three steps: 

i. Cut point candidate searching. 
ii. Character segmentation using periphery features. 
iii. Segmentation result verification. 
There are three features to be utilized in searching cut point 

candidates: (1) the vertical projection, (2) the vertical profile, 
and (3) the gray level vertical projection, as shown in Figs. 12 
and 13. 

 

Fig. 12. Illustration of vertical projection and vertical profile: (a) 
original image, (b) accumulation of pixels in obtaining 
vertical projection, (c) vertical projection of (b), (d) 
accumulation of pixels in vertical profile, and (e) vertical 
profile of (d). 
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Fig. 13. Illustration of gray level projection: (a) original image,
(b) gray level projection, and (c) normalized gray level 
projection. 
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The vertical profile, also called Caliper distance [23], is the 
distance between the top contour pixel and the bottom contour 
pixel in each bin. For example, shown in Fig. 12(e) is the 
vertical profile obtained from the character “b” in Fig. 12(d). 

We define G as the set of the gray level projection of CC, 
that is, G = {g(0), g(1),…, g(w–1)}. The gray level projection 
can be formulated as follows: 

 
0

( ) ( , ) 255 ,
h

y

g x I x y
=

= −∑              (6) 

where I(x, y) is the gray level value in pixel (x, y), and h is the 
height of the image. Figure 13 illustrates the process in 
obtaining the gray level projection in a gray level image. 
Shown in Fig. 13(b) is the result obtained by performing (6) on 
the image in Fig. 13(a). Figure 13(c) is the final result after 
normalizing the gray level projection in Fig. 13(b) by 
performing (7a) and (7b). 

   ( ) ( ) 255,
Max( )n

g xg x
G

= ×            (7a) 

   ( ) ( ) Min( ),N n ng x g x G= −          (7b) 

where Gn = {gn(0), gn(1), …, gn(x–1)}. 
The following equation is used to evaluate the goodness of 

the cut points obtained from the three features: 
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Fig. 14. Example illustrating cut point candidate searching: (a)
binary image, (b) vertical projection, (c) vertical profile,
(d) gray level image, (e) gray level projection, (f)-(h) 
results are obtained by performing (8) on (b) and (c), 
and (i)-(k) results after cut points selection. 

Binary 
image 

Vertical 
projection 

Vertical 
profile 

Gray level 
image 

Gray level 
projection

(a) (b) (c) (d) (e) 

(f) (g) (h) 

(i) (j) (k) 

 

 ( ) 2 ( ) ( )( ) ,
( ) 1

V lp V x V rpp x
V x

− +
=

+
            (8) 

where V(lp) is the first peak to the left of x, V(rp) is the first 
peak to the right of x, and V(x) denotes the value of x. The 
larger the value of p(x) in the histograms of the three features, 
the better the point is for x to be a cut point. A cut point  
selection rule can be designed according to the following two 
criteria. The first criterion states that the number of cut points 
can be chosen according to the width-height ratio of a CC for a 
complete segmentation. The larger the width-height ratio is, the 
more characters the CC will contain. Hence, those points with 
larger value of p(x) will have a higher tendency to be chosen as 
cut points. The second criterion is that cut points near a selected 
cut point within a certain distance can be ignored to reduce 
computation cost because the distance between two cut points 
has minimum bound due to the minimum width restriction of a 
character. Shown in Fig. 14 is an example illustrating cut point 
searching. 

5. Character Segmentation by Periphery Features 

If the found cut-point candidates can include all of the real 
cut points in the touched character image, there exists only one 
combination of the cut points which will segment the touched 
character image correctly. If there are n cut point candidates, 
there will be 2n combinations of cut points. It is too difficult to 
find the correct combination without a certain efficient pruning 
mechanism. Here, the periphery features of a character image 
are utilized as the inputs of SVM to output a confidence value 
for evaluating the goodness of segmentation. A combination of 
the cut points with the maximum confident value which is 

estimated by dynamic programming (DP) is considered the 
final segmentation result. Suppose the number of cut point 
candidates together with the left boundary and right boundary 
of the touched character image is n, 0≦i≦i+k≦j<n, where i, j, 
k, n, a, and b are integers, and i, i+k, and j are the indexes of cut 
points. The boundary conditions of DP are described as 

0, if ,
( , )

Max{( ( , ) ( , ) ) /( ), ( , )}, if ,
i j

m i j
m i i k a m i k j b a b m i j i j

=⎧
= ⎨ + × + + × + <⎩

 (9) 

where m(i, j) is the confident value of the image between cut 
points i and j. a and b are the counters accumulating the 
number of segmented characters in the image between i, i+k 
and i+k, j, respectively. Here, an average strategy is adopted to 
calculate the confident values formed by the combinations of 
cut points when a character image is divided into several 
segmented images. For each m(i, j), its value can be obtained  
 

 

Fig. 15. Example illustrating cut point selection using DP: (a) 
original image, (b) partial binarized image obtained by 
Otsu binarization, (c) result of text-line-based 
binarization, (d) result of CC labeling, (e) cut points in a 
CC “Support,” (f) DP table of (e), and (g) final character 
segmentation result. 

(a) 

(b) 

(c) 

(d) (e) 

(f) 

(g) 
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by comparing the average confident value of the segmented 
image parts within cut points i, j and the confident value of the 
whole image without segmentation. The larger of these two 
values is chosen as the final value m(i, j). 

The diagram of the character segmentation is shown in   
Fig. 15. Take one touched character, “Support,” in Fig. 15(d) as 
an example. The number of cut points n, which are selected by 
the proposed method, is 10 in the CC where cut point 0 is the 
left boundary of the CC, and cut point 9 is the right boundary 
of the CC. In this example, m(i, j) is given a confident value 
from 0 to 4 obtained by SVM. There are two values in each 
block of the DP table as shown in Fig. 15(f). The upper value is 
the confident value of the character image between row i and 
column j, whereas the lower value indicates the selected cut 
point index in the character image between row i and column j. 
If the confident value of the whole image between row i and 
column j is larger than the average confident value of the image 
divided into 2 parts between (i, i+k) and (i+k, j), then the cut 
point index will be set to –1. For instance, the numerical values 
in block (0, 3) which is (3.9282, 1) indicates that a larger 
average confident value will be obtained in (0, 3) when cut 
point 1 is selected to form segmented images (0, 1) and (1, 3). 
The numerical value in block (1, 3) conveys that the confident 
value of the whole image without segmentation is larger than 
the average confident value of all segmentation combinations 
in (1, 3). Following the same procedure, the final segmentation 
combination of the CC (0, 1) (1, 3) (3, 4) (4, 5) (5, 6) (6, 8)   
(8, 9) derived by DP can be obtained as shown in the upper left 
corner of Fig. 15(f). 

6. Segmentation Verification 

To reduce the broken character and over-segmentation 
effects, the segmentation verification module will be performed 
after character segmentation for correcting the segmentation 
errors caused by merely using the typo-class information. For 
example, the character ‘m’ is usually segmented into two parts, 
recognized as ‘r n’ or ‘n 7’, which is an unreasonable situation  
 

Table 3. Segmentation combination verification 

Text 
Segmentation 
combination Type Text 

Segmentation 
combination Type

M r,n、n,7、n,1 3 C C,: 1 

N r,1、r,7 3 c c,: 3 

W v,v 3 B I,3 1 

W V,V 1 D I,3 1 

H I,7、t,1、t,7 1    

 

because the typo-class of ‘m’ is short and the typo-classes of  
‘n 7’ are short and high. Table 3 tabulates our designed 
character segmentation check table with each element 
representing one unreasonable situation. If a character is 
segmented into the specific combination as listed in Table 3, 
the segmentation of the character will be ignored to preserve 
the original character by not performing the segmentation task. 

IV. Experimental Results 

Experiments were conducted by executing a character 
recognition process on testing images to verify the 
performance of our proposed segmentation method. The 
character recognition method proposed in [24] was 
implemented to evaluate the performance of our method.   

In the experiments, text images captured from fifty business 
cards by a two-million-pixel webcam with resolution 1600 × 
200 are inputted as testing images. Testing images include the 
business cards with simple binary backgrounds and complex 
color backgrounds. There are 9,550 characters and 419 touched 
characters (1,050 single characters in the touched characters) 
for a total of 10,600 characters in the testing images. Here, the 
accuracy rate is adopted to evaluate the performance of 
segmentation which is defined by 

Recall = Num cor / Num total.             (10) 

The average accuracy rate of our proposed touched character 
filtering in detecting touched characters is 92.14%. The worst 
case of touched character filtering for a single text image is 
81.20% because the illumination varies drastically on the 
image as illustrated in Fig. 16. The overall accuracy rate of 
touched character segmentation is 98.57%. The worst case of 
touched character segmentation for a single text image is 
90.00%. One example illustrating the phenomenon of severe 
touched characters is shown in Fig. 17. It is difficult to find 

 

 

Fig. 16. Sample image of worst case in touched character 
filtering. Lightness varies severely in image.  
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Fig. 17. Sample image of worst case in touched character
segmentation. Both lighting variation and  character
appear severely blurred in image: (a) original image,
(b) binarization image, and (c) character segmentation
and recognition result. 

(a) 

(b) 

(c) 

 
 
good cut points to segment touched characters precisely, 
especially when the text image is blurred. After executing the 
character recognition process, the accuracy rate of our 
segmentation result is 94.90%. It is difficult to segment and 
recognize blurred touched characters due to the influences of 
illumination variation, and out of focus due to depth.  

V. Conclusion 

In this paper, a text image preprocessing and character 
segmentation system dedicated to text images captured by 
cameras was proposed. Since captured text images are usually 
accompanied with complex backgrounds and severe 
environments, the traditional top-down method would be 
inappropriate to accomplish the task of character segmentation. 
To remedy these problems, a novel character segmentation 
method was presented. Experimental results demonstrated the 
feasibility and validity of our proposed method in the 
segmentation of text images captured by cameras. 
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