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( Optimal Time Structure for Tag Cognizance Scheme based on Framed
and Slotted ALOHA in RFID Networks )
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Abstract

Consider an RFID network configured as a star such that a single reader is surrounded by a crowd of tags. In the
RFID network, prior to attaining the information stored at a tag, the reader must cognize the tags while arbitrating a
collision among tags' responses. For this purpose, we present a tag cognizance scheme based on framed and slotted
ALOHA, which statically provides a number of slots in each frame for the tags to respond. For the evaluation of the
cognizance performance, we choose the cognizance completion probability and the expected cognizance completion time as
key performance measures. Then, we present a method to numerically calculate the performance measures. Especially, for
small numbers of tags, we derive them in a closed form. Next, we formulate a problem to find an optimal time structure
which either maximizes the cognizance completion probability under a constraint on the cognizance time or minimizes the
expected cognizance completion time. By solving the problem, we finally obtain an optimal number of slots per frame for
the tags to respond. From numerical results, we confirm that there exist a finite optimal number of slots for the tags to
respond. Also, we observe that the optimal number of slots maximizing the cognizance completion probability tends to

approach to the optimal number of slots minimizing the expected cognizance completion time as the constraint on the
cognizance time becomes loose.
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1. Introduction

Radio frequency identification (RFID) is a system
where a reader, in a contactless fashion, attains the
information stored at an electronic tag by using a
radio wavel ™%, In this paper, we consider an RFID
network configured as a star such that a single
reader is located in the middle of the crowd of tags.
In an RFID network, a reader hardly knows about
the tags in its vicinity. Thus, the reader must
cognize the neighboring tags prior to attaining the
information stored at a tag. To cognize a tag, the
reader usually broadcasts the inquiry about the
identities of tags and each tag makes response to the
inquiry. In an RFID network configured as a star,
two or more tags may attempt to respond at the
same time, which results in a collision among the
tags’ responses. For arbitrating a collision which
takes place in the tag cognizance prbcess, tag
cognizance schemes based on framed and slotted
ALOHA and binary tree schemes were proposed and
adopted in some standards” ™ In a tag cognizance
scheme based on framed and slotted ALOHA, time is
divided into frames and a number of slots are
provided in each frame. Then, each tag randomly
selects a slot in the frame and attempts to respond
using the selected slot. In the scheme, the number of
slots provided in a frame highly affects the tag
cognizance performance. Naturally, efforts were made
to determine the number of slots in an optimal
fashion. Most of previous works, however, focused on
a dynamic design of the number of slots so as to
maximize the cognizance rate, for example” ™.

In this paper, we present a tag cognizance scheme
based on framed and slotted ALOHA which statically
provides a fixed number of slots in each frame. Since
the tag cognizance must precede the main process of
attaining the information stored at a tag, it is
obviously desirable to reduce the time for the reader
to cognize the tags. As performance measures, we
thus choose the cognizance completion probability
(defined as the probability that the reader cognizes all
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the tags lying in its vicinity) and the expected
cognizance completion time (defined as the expected
value of the time elapsed until the reader cognizes all
the neighboring tags). As frames go by, the number
of tags that the reader has cognized shows the
Markov property as will be explained in section 3.
Using the property, we then present a method to
numerically calculate he cognizance completion
probability and the distribution for the cognizance
completion time. Especially, for small numbers of
tags, we explicitly derive them in a closed form.
Next, we formulate a problem to find an optimal time
structure which maximizes either the cognizance
completion probability under a constraint on the
cognizance the
completion time. Solving the problem, we obtain an
optimal number of slots provided in each frame for
the tags to respond.

In section II, we present a tag cognizance scheme
based on static framed and slotted ALOHA. In
section HI, we calculate the cognizance completion

time or expected cognizance

probability and the distribution for the cognizance
completion time. In section N, we formulate a
problem to find an optimal time structure for
cognizing tags and obtain an optimal number of slots
provided in each frame for tags' responses hy
solving the problem.

. Tag Cognizance Scheme

In this section, we present a tag cognizance
scheme based on static framed and slotted ALOHA.
In the scheme, time is divided into frames and a
frame is again divided into the inquiry and response
parts. Each part also consists of a number of slots
which have the same length. Figure 1 shows an
exemplary time structure employed in the proposed
scheme, where the inquiry part of each frame
consists of 1 slot while the response part is
comprised of 3 slots in a static fashion.

In each frame, the reader inquires the identity of a
tag by using the inquiry part of the frame. Upon the



20104 OF MAtBEE =FN A 47 FTCHA 9 = 31

frame frame

Slot 1

S NQUHTY AT

4 iNCJUIY part

response part

response part

I8 1. Hotehs tag 1A wHao] TlE A Fxe
o
Fig. 1. Exemplary time structure employed in the

proposed tag cognizance scheme.

inquiry, each tag independently and equally likely
selects a slot among the slots involving in the
response part of the frame. Then, the tag responds to
the reader’s inquiry using the selected slot.

The proposed tag cognizance scheme is assumed
to be used in the following environment. First, as
long as the reader proceeds to cognize the tags, no
change occurs in the group of the tags. Secondly,
two or more tags may select a same slot in the
response part of a frame, which results in a collision
among the responses of the tags. then, the reader
cognizes none of them. Thirdly, a response of a tag
may be interfered by the noise in practice. However,
we assume a noiseless channel between the MAC

entities of the reader and tag.

IlI. Cognizance Completion Time

In this section, we consider the tag cognizance
scheme presented in section 2. The tag cognizance
scheme employs the time structure illustrated in
figure 1, where the inquiry part of each frame
consists of y slots while the response part is
comprised of z slots.

Suppose that M tags sojourn in the viciity of the
reader. Let R, denote the number of tags that the
reader cognizes, (ie, the number of tags which
succeed in responding without collision) by the end
of the kth frame for k€ {1,2,---}. Then, B, has the
same distribution as the number of boxes with only
one ball when M indistinguishable balls are equally

o Also, the random variables

likely put into = boxes
Ry, Ry,
distributed since the number of tags is never changed
and the length of a response part is fixed in a static

fashion. Let f denote the mass for R,. Then,

are mutually independent and identically

-~ 1) M
f(r)z( i!)wMﬁ
(=1 (z— )™
= G-l (M—j)

miniz, M}

X (1)
for r{0,---,min{z,M}}.

Note that the reader may have already cognized
some of the R, tags during previous frames. For
ke {1,2,--}, let U, denote the number of tags that
the reader newly cognizes, (e, the number of tags
which for the first time succeed in responding)
during the kth frame. Set

for k€{1,2,---}. Then V, represents the number of
tags that the reader cognizes by the end of the kth
frame. Since every tag independently attempts to
respond in each  frame, the sequence
{Viwk=0,1,--} is a Markov chain on the finite
state space S= {0,---,M}. (We set V, =0 almost
surely.) Note that the lengths of inquiry and response
parts of each frame are fixed to y and z slots,
respectively, in a static fashion. Thus, the Markov
chain {V,,k=0,1,---} is also homogeneous. Let
g:8%[0,1] be the stationary transition probability
function of the homogeneous
{Vik=0,1,-}. Then,

Markov  chain

9(p.@)
:P(Vk+1:ql Vk:p)

= Eq: P(Upry=q=p| Vi =p,Rpyr =)

r=g-p

 P(Ry=7) ' 3)

for p€$ and g€ {p,---,M}. Given V; and Ry,
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U,+, has a hypergeometric distribution since every 0 for M=1
tag independently and equally likely chooses a slot in z for M=2
2
the response part of each frame. Thus, we have ‘Tx
M—p P ey for M=3
(0.a) = }ﬁ (q~p)(r"q+p) £(r) (4) “ ;(3:1:—-2)
AVAL) S (M) = for M=4
x
r
——m(loﬁ 9 tor 15
for p€S and ¢= {p, --,M}. Note that the Markov r
chain {V;,k=0,1,---} is a non-decreasing sequence % for M=2
x
and the state {M} is an absorbing state. 72 for =3
For n€{1,2,--}, let h, denote the mass for V,, bo=17
1 —
ie, Mzu; 3) for M=4
z{(32%+ 22— 4)
h,(q)=P(V, =¢q) &) 0 for M=5
for g€ §. Note that the mass is calculated by use of 2Qz-1) for M=3
3
the transition probability function as follows: f
‘ z{z®+22—2) _
S Y 600 oo 1) S I
holg)= ) - 9(0,p,) - g(Pn-1:q
PES p,_E8 ©) Mﬁl for M=5
X
for ¢€.5 and nE{1,2,---}. (322 =3z +1) for M—4
Recall that the cognizance completion probability is o = zt
the probability that the reader cognizes all the tags in R E: (5”3“*‘63’25‘125”+6) for M=5
its vicinity. Let ¢,(z) denote the cognizance m
. - z{4z® — 622 +4z—1)
completion probability by the nth frame when the W, = - for M=5. ®
T

response part of each frame consists of z slots.
Then, we have

¢ (@)

= h,, (M)

=D 35 90p) - glpa M) (7
PES p, €S

for n€{1,2,---} and z€{1,2,--}. In general, a
large amount of computation is needed to obtain the
cognizance completion probability. For small numbers
of tags, the following theorem shows the cognizance
completion probability in a tractable form.

Lemma: For the number of tags M<{1,---,5},
let w, denote the value of the transition probability

function g(g,q) for ¢={0,---,M—1}. Then,

(781)

Proof: A straightforward calculation from (1) and
(3) vyields the values of the transition probability
function in (8).

Theorem 1: For the number of tags
MeA{1,---,5}, the cognizance completion probability
#, (z) is expressed as follows:

¢n (z)
1
for M=1
1~up
for M=2
13w}y + 3wy — wy
= for M=3 ©)
1— 4w +6wy — 4w} +ufy
for M=4
1— 5w} + 10w — 10wy + 56 —wp
for M=5
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{0 length of response part.

where wg,-++,w, are given in (8).

Proof: A straightforward calculation from (7) yields
the cognizance completion probability ¢, (z) in (9).
the completion
probability until the 3rd frame with respect to the
length of the response part. In this figure, the length
of inquiry part is set to be 1 slot. As expected, it is
observed that the cognizance completion probability

Figure 2 shows cognizance

decreases as the number of {ags increases for given
length of the response part. Also observed is that the
cognizance completion probability increases as the
length of response part increases for given number of
tags, which is obvious since more time is allowed for
the reader to cognize the tags as the length of the
response part increases.

Figure 3 shows the cognizance completion
probability with respect to the time elapsed for the
reader to cognize the tags. In this figure, the length
of the inquiry part is set to be 1 slot and the length
of the response part is fixed to 3 slots. As observed
in figure 2, it is also observed in figure 3 that the
cognizance completion probability decreases as the
number of tags increases at the end of any frame. As
more time elapses for the reader to cognize the tags,
it noticed that the cognizance completion
probability increases and tends to converge to 1.

is
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Recall that the cognizance completion time is the
time elapsed until the reader cognizes all the tags
lying in its vicinity. Let C denote the cognizance
completion time measured in slots. Then,

C=min{n€{1,2,--}: V, =M} - (y+2) (10)

where y and z are the lengths of inquiry and
response parts, respectively. Noting that h, is the
mass for V,,

c
hy, (M) = P(me{l,-'-,n}) (11)

for ne{1,2,---}. Thus, we have the mass for C as
follows:

P(C=nly+z)) = h, (M) = h,_, (M) (12)

for ne{1,2,---}, where h, is a function on .§ such
that ho(q) = -0} From (9), we can easily

caleulate the mass for the cognizance completion time
C for the number of tags M<{1,---,5}.

2: For the number of tags

Me{1,--,5}, the expected cognizance completion
time F(C) is calculated as follows:

Theorem
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E(C) a finite length of the response part which minimizes
ot the expected cognizance completion time. This
T
y for M=1 phenomenon happens since a short length of the
ytz response part frequently incurs a collision among
1=w, tags’ responses while a long length of the response
for M=2 )
3(y+z) 3+z) y+e part brings about many slots unused by any tag.
l—w,  1-w, 1w
for M=3 IV. Optimal Time Structure
_JAyte) 6ytz) 4lyta)
y+x In this section, we construct an optimal time
B 1—w, structure for the proposed tag cognizance scheme. ‘
S(yts)  10( ) forlOA(/[ =4 ) The optimality is defined in two ways. First, a time
+ + . . . e . ..
yrel yrzr, yre structure is said to be optimal if it maximizes the
1 —w 4 ]. b U)3 1 - (l)2
5(y+z) y+z cognizance completion probability under a constraint
1-w, 1—w, on the cognizance time. Secondly, a time structure is
for M=5. also said to be optimal if it minimizes the expected
Proof: From (9) and (12), the cognizance cognizance completion time.

completion time has a weighted, superposed and
shifted geometric  distribution. Weighting and
superposing the expected values of shifted geometric
distributions yields (13).

Figure 4 shows the expected cognizance completion
time with respect to the length of the response part.
In this figure, the length of the inquiry part is set to
be 1 slot. In figure 4, it is observed that there exists
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Fig. 4. Expected cognizance completion time with

respect to length of response part.
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A problem to find an optimal time structure in the
first sense is formulated as follows:

Given M and y

maximize ¢, (z)

with respect to né{1,2,~--} and z€{1,2,---}
subject to n(y+z) < v (14)
where ~v<1{2,3,---} is the constraint on the
cognizance time. Let z* and n™ denote the optimal
lengfh of the response part and the corresponding
optimal number of frames in which the reader

the tags.
completion probability

cognizes Note that the cognizance

is maximized when the

cognizance time is fully utilized. Thus,

* Y
n* = (15
{ y-i—ac* (15)
Figure 5 shows the cognizance completion

probability with respect to the length of the response
part. In this figure, 5 tags are assumed to sojourn in
the vicinity of the reader (A/=5) and the length of
the inquiry part is set to be 1 slot (y=1). In figure
5, it is observed that there exists a finite length of
the response part which maximizes the cognizance
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completion probability for given constraint on the
cognizance time. Also noticed is that the cognizance
completion probability is maximized only if the frame
length is a factor of the constraint on the cognizance
time,

Figure 6 shows the cognizance completion
probability with respect to the length of the response
part. In this figure, the length of the inquiry part is
set to be 1 slot (y=1) and the constraint on the

cognizance time is fixed to 24 slots. In figure 6, it is

=&k A 47 @ TC H

H9E 35
x 1. SERe 5H Zo]
Table 1. Optimal length of response part. (A the

number of neighboring tags, ~: constraint on
cognizance time)

Optimal length in the first sense

Optimal length in the second sense

| 1 | 2 | 5 | 6 | 8

observed that there exists a finite length of the
response part which maximizes the cognizance
completion probability for given number of tags. It is
also noticed that a shorter length of the response part
maximizes the cognizance completion probability for a
larger number of tags.

A problem to find an optimal time structure in the
second sense is formulated as follows:

Given M and y
maximize E(C)

3.

For the number of tags M<{1,---,5}, figure 4
llustrates the optimal length of the response part

with respect to z<={1,2,--- (16)

when the length of the inquiry part y is equal to 1
slot. Table 1 shows such an optimal length (in the
second sense) of the response part in comparison
with the optimal length (in the first sense). As the
constraint on the cognizance time becomes loose, it is
observed that the optimal length in the first sense’
decreases and tends to approach to the optimal length
in the second sense.

V. Conclusions

In this paper, we considered an RFID network
which consists of a reader and a crowd of tags in

the vicinity of the reader. In the RFID network, prior
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to attaining the information stored at a tag, the
reader must cognize the tags while arbitrating a
collision among tags’ responses. For this purpose, we
presented a tag cognizance scheme based on framed
and slotted ALOHA, which statically provides a
number of slots in each frame for the tags to
respond. For the evaluation of the cognizance
performance, we chose the cognizance completion
probability and the expected cognizance completion
time as key performance measures. Then, we
developed a method to numerically calculate the
performance measures. Especially, we derived them in
a closed form when the number of tags is small.
Next, we formulated a problem to find an optimal
time structure which either maximizes the cognizance
completion probability under a constraint on the
cognizance time or minimizes the expected cognizance
completion time. By solving the problem, we finally
obtained an optimal number of slots per frame for the
tags to respond. From numerical results, we
confirmed that there exist a finite optimal length of
the response part. Also, we observed that the optimal
length of the response part maximizing the
cognizance completion probability tends to approach
to the optimal length minimizing the expected
cognizance completion time as the constraint on the
cognizance time becomes loose.
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