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ABSTRACT

In this paper, we investigate the performances of the serial concatenated convolutional codes (SCCC) and
low-density parity-check (LDPC) codes on perpendicular magnetic recording (PMR) channels. We discuss the
performance of two systems when user bit-densities are 1.7, 2.0, 2.4 and 2.8, respectively. The SCCC system
is less complex than LDPC system. The SCCC system consists of recursive systematic convolutional (RSC)
codes encoder/decoder, precoder and random interleaver. The decoding algorithm of the SCCC system is the
soft message-passing algorithm and the decoding algorithm of the LDPC system is the log domain
sum-product algorithm (SPA). When we apply the iterative decoding between channel detector and the error

control codes (ECC) decoder, the SCCC system is compatible with the LDPC system even at the high user
bit density.

I. Introduction systems are limited by inter-symbol interference

(ISI) and thus have poor read performance. Storage

To increase the storage capacity of hard disk
drives (HDDs), magnetic recording systems require
higher bit density. However, higher bit density

systems require a detection algorithm that has a
good bit-error rate (BER) performance. Noise
predictive maximum lkelihood (NPML) detection
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has been used for magnetic recording channels’™, A
better decoding scheme than NPML is required for
good BER performance as the user bit density
(UBD) required is getting higher. Thus, many
researchers have emphasized iterative decoding.

Serial concatenated convolutional codes (SCCC)
with channel iterative decoding have been shown to
result in performance gains'. Iterative decoding
codes have been investigated in high density
magnetic recording channels to improve the low
signal-to-noise ratio (SNR)™. The low-density
parity-check (LDPC) codes or turbo iterative
decoding schemes perform better than NPML on the
PMR channel model. The Turbo codes, which is a
parallel concatenated convolutional codes, is very
complex to implement. SCCC wusing recursive
systematic convolutional (RSC) codes are simpler
than other iterative decoding, such as LDPC or
Turbo codes. SCCCs perform better than NPML
alone®™”,

PMR channels have non-linear noise known as
jitter™. Therefore, we simulate two systems with
80% jitter noise and 20% additive white Gaussian
noise (AWGN). The main goal of the paper is to
discover a less complex solution than LDPC codes.
Therefore, we use RSC codes and additive decoding
method, in particular the turbo-equalization. Turbo-
equalization is the iterative decoding between the
channel detector and the RSC decoder. Here,
turbo-equalization is used in an SCCC system for
improved  performance. LDPC systems also use
turbo-equalization between the channel detector and
the LDPC decoder. Although the Viterbi algorithm
is a simple decoding algorithm, it is not used here
because it is not a soft-input soft-output (SISO)
algorithm. Also, it is not the best one to use on the
partial-response (PR) channel. Hence, the soft
message-passing (MP) algorithm channel detector is
used instead.

The soft message-passing algorithm channel
detector is a forward-backward algorithm similar to
the maximum aposteriori (MAP) algorithm. The
SCCC system consists of a max-log MP algorithm
channel detector and a max-log MP algorithm RSC
decoder ,and the LDPC system consists of an
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max-log MP algorithm channel detector and a
log-domain sum-product algorithm (SPA) LDPC
decoder”™.

I. PMR Channel Model

In a PMR channel, a signal transition step
response can be modeled as follows™,

g(t)=A><tanh(-55w9-7;———~72f><],;) 6N
where A is the peak amplitude of this signal and
T,, is the measured half of the unipolar pulse
amplitude. K= T;,/7; is the normalized recording
density and channel bit interval is 7,. The data
sequence ¢, (i.e., g, =1 or 1) is non return to zero
(NRZ) binary data, and the superposition of the
transition responses is the readback signal. The
readback signal function is given below.

r@=3 alo(t—kD—glt—(k+1) D]
k=

e @
+n, (t)+ nj(t)

where n,(t) is the AWGN and nt) is the jitter
noise. The channel SNR is defined as follows.

A 2
) 3

SNR = 10log o —5—5 5
10 o +5?Ig'(t)l2

where o2 is the power of AWGN and o}ig () is
the power of the jitter. The value of the parameter
A is 05.

. Review of Coding Methods

The main goal of this paper is to discover a less
complex solution than LDPC codes. Thus, the RSC
encoder/decoder is used here for simplicity. The
turbo-equalization scheme called channel iteration is
used to improve the performance using only the
RSC codes.

3.1 SCCC with PR Equalized Recording
Channel
The main core of the SCCC system is the
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iteration between the channel detector and the RSC
decoder. Fig. 1 illustrates the SCCC system with a
PR equalized recording channel. The RSC codes
uses the generator polynomial of (31,23),. This

RSC codes encoder is illustrated in Fig. 2. The
randdom interleaver is wused, and precoder is

1/(@ep*ep’e D '®DY.
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Fig. 1. SCCC system with PR equalized recording
channel

data

—2
parity

Fig. 2. RSC codes employed use the code polynomial
(31,23);. It has four memories and four XOR operators

3.2 LDPC Codes with PR Equalized Recor-
ding Channel

The parity-check matrix of the LDPC codes used
is 240 by 4336. The sizes of parity and original data
are 240 and 4096 bits, respectively. The column
weight of the LDPC is three, and the irregular
LDPC is used. Also, for simple encoding, the
structure of the parity-check matrix corresponds to
the Richardson-Urbanke encoding technique. Fig. 3
shows the LDPC system with the message-passing
channel detector.

AWGN+ditter noise

i

S 1opc Recoding|_ /1y ) L P Aigontm ee
Encoder [ 7] Chamnet [ D] Fambizer Chamet etector |] Becoder

Fig. 3. LDPC system with PR equalized recording
channel

3.3 The Number of Operators by using SCCC
and LDPC

RSC encoder has four memories and four XOR
operators. RSC decoder needs 65,536 memories (16
states by 4,096 ,trellis) and 32 adders (each node
has two path, and sixteen states, sum of branch
metric and path metric) and 16 comparators (sixteen
states, compare of two path metric value, one path
is decided by comparison). LDPC encoder has
1,040,640 memories (sub-matrix A,B,C,E,T, &¥) and
seven multipliers and two XOR operations and two
inverse matrix operations (7%, & . LDPC
encoding process is illustrated in Fig4. LDPC
decoding algorithm is follows:

stepl: Update L(r;).
Step2: update L(qﬁ).
Step3: update L(Q).
Step4: Check syndrome.

Size of a parity check matrix is 240 by 4336.
Therefore it needs 1,040,640 memories. The matrix
was made by us, it has 12,792 number of one’s and
it is very sparse. Step 1 needs 1,040,640 memories
(L(rﬁ)) and 12,792 comparators (each one’s node

needs one comparator, sign comparator) and 12,792
adders (each one’s node needs one adder) and
hyperbolic tangent function (HTF) and log function.
Step 2 needs 1,040,640 memories (L(qﬁ)) and

.
multiply by A

[ multiplyby T4 | | multiplybyC |
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multiply by ¢ l

multiply by B
@

multiply by T
é

Fig. 4. Block diagram of LDPC encoding process.
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12,792 adders (each one’s node needs one adder).
Step 3 needs 4,336 memories (L(@.)) and 4,336
adders (each LLR update). Step 4 needs one
multiplier and one comparator. The LDPC system
needs 3,126,256 memories and 29,920 adders and
12,793 comparators and one multiplier and HTF and
log function, totally. This compared operators shown
Table I. Log domain Sum-product algorithm is

follows'™:

Step 1:
L) =( TT ar)e( X 6(8:))
{EVNI AN

Step 2:
L(gy) = L{c)+ 33 Llry)
JE€eN\J
Step 3:
L(Q) = L{c;) + D L(r;)
i€
Step 4:
cHT=0
A_{1 if L(Q) <o
o=
0 else

Table |. Operations Coompared to SCCC system and
LDPC System

SCCC LDPC
encoder | decoder | encoder | decodoer
Memories 4 65,563 | 1,040,640 ] 3,126,256
Adders 4 32 2 29,920
Comparators - 16 - 12,793
Multipliers - - 7 1
Functions - - 2 mve'tse HTF, log
matrix

IV. Simulation Resulits

Performances of the SCCC and LDPC systems
are investigated when the user bit densities (UBD)
are 1.7, 2.0, 2.4 and 2.8, respectively. The code rate
is 0.944(4096/4336). The PR target used is
PR(12321). That’s because the PR(12321) is the
ideal target model in the PMR channel Model. The
noise is consisted of 80% jitter and 20% AWGN.
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The channel bit density is UBD/R, thus, the channel
bit densities investigated are 1.799, 2.117, 2.540 and
2.964, respectively. Also, we simulate the NPML
system, which has four noise-filter (NP) taps, for
comparison the performance of two systems.

First, the BER performances are examined when
the UBD is 1.7. Fig. 5 illustrates the BER
performance of the LDPC system on PMR in
accordance with the number of channel iterations. It
shows that if the number of channel iterations
increases, then BER performance improves. At 1078
BER, after four channel iterations, it performs 3.5dB
better than the NPML. If the LDPC system has no
channel iterations, it performs 2.5dB better than the
NPML.

Fig. 6 shows the performance of the SCCC
system. It performs 2dB and 4dB better than the
NPML after one and nine channel iterations,
respectively. Fig. 7 compares the BER performance
of the LDPC and SCCC systems in accordance with
the number of channel iterations applied. It shows
that the LDPC system obviously performs better
than the SCCC system when there is no channel
iteration. When there are four channel iterations, the
two systems perform 3.5dB better than the NPML at
107® BER. Also, the SCCC system with four
channel iterations performs better than the LDPC
system with no channel iterations.

User Bit Density (UBD) = 1.7

~—&— LDPC with no channel iteration
—&— LDPC with 1 channel iteration

= | %~ LDPC with 2 channel iterations
= | =@~ |.DPC with 4 channel iterations

Fig. 5. Simulation results for the LDPC system on PMR
in accordance with the number of channel iterations.
(UBD=1.7)
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Fig. 6. Simulation results for the SCCC system on PMR
in accordance with the number of channel iterations.
(UBD=1.7)
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Fig. 7. Simulation results for the LDPC system and the
SCCC system on PMR in accordance with the number of
channel iterations. (UBD=1.7)

At the low SNR region ( 107% ~ 10~ BER), the
SCCC system performs 0.3dB~0.5dB better than the
LDPC system. The merit of the SCCC system is
that it is less complex than the LDPC system, and
the drawback is the response delay caused by the
number of the channel iterations.

Second, BER performances are examined when
the UBD is 2.0. Fig. 8 shows the performance of the
LDPC and SCCC systems when the UBD is 2.0.
The LDPC system performs 3dB better than the

User Bit Density (UBD) = 2.

: —@~— SCCC without channel iteration
—{— SCCC with 4 channel iterations
~~-@—~LDPC without channel iteration
—&— LDPC with 4 channel iterations
—————————

Fig. 8. Simulation results for the LDPC system and
SCCC system on PMR in accordance with the number of
channel iterations. (UBD=2.0)
SCCC system when there is no channel iteration.
But, when there are four channel iterations, the
SCCC system performs better than the LDPC
system until it reached the SNR of 29dB. Also, the
SCCC system with four channel iterations performs
better than the LDPC system without channel
iteration until 31dB SNR. The SCCC system without
channel iteration performs 0.2dB better than the
NPML.

Third, Fig. 9 shows the performance of the LDPC

User Bit Density (UBD) = 2.4

NPML

7 @ SCCC with no channel iteration
<4 SCCC with 4 channel iterations
~—@— LDPC with no channei iteration
—{— LDPC with 4 channel iterations

T TTITT T 777
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Fig. 9. Simulation results for the LDPC system and
SCCC system on PMR in accordance with the number of
channel iterations. (UBD=2.4)
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and SCCC systems when the UBD is 2.4. The
LDPC system performs 2.7dB better than the SCCC
system when there is no channel iteration. After four
channel iterations, the SCCC system performs better
than the LDPC system until 31dB SNR. The two
iterative decoding systems, SCCC and LDPC,
perform 4dB better than the NPML. The SCCC
systemn without channel iteration performs 0.5dB
better than the NPML.

Fourth, BER performances are examined when
the UBD is 2.8. Fig. 10 shows the performance of
the two systems in accordance with the number of
channel iterations applied. Without channel
iterations, the LDPC system performs 1.9dB better
than the SCCC system. However, after four channel
iterations, with a low SNR, the SCCC system
performs better than the LDPC system. On the
contrary, with a high SNR, the LDPC system
performs better than the SCCC system. After four
channel iterations, the two iterative decoding
systems perform 5dB better than the NPML at
33dB. The SCCC system without channel iteration
performs 1.3dB better than the NPML. With a low
bit density such as 1.7, the NPML performs better
than the SCCC system without channel iterations.
However, the SCCC system performs better than the

. User Bit Density (UBD) = 2.8

L R

e NPML H
~—@— SCCC without channet ieration [|
~— SCCC with 4 channe! tierations
—@— LDPC without channsi iteration

T T

-1t T ormn

Fig. 10. Simulation resulis for the LDPC system and
SCCC system on PMR in accordance with the number of
channel iterations. (UBD=2.8)
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NPML system as the bit density is increased.
V. Conclusion

We have investigated the performances of the
SCCC and LDPC systems with different UBDs as
the number of channel iterations on the PMR
channels. The SCCC system without channel
iterations performs better than the NPML when the
bit density is increased. When there is no channel
iteration, the LDPC system performs better than the
SCCC system. However, when there are four
channel iterations, the SCCC system performs better
than LDPC system untii 107° BER (low SNR
region). Therefore, in practice, we can conclude that
the SCCC system is a better decoding scheme than
the LDPC system because the encoder/decoder for
RSC codes is much simpler than the encoder/
decoder for LDPC codes. The encoderfdecoder for
RSC codes consists of some memories and some
operators, while the encoder/decoder for LDPC
codes consists of many memories, operators and
inverse matrix operations, functions. Also the error
floor may not cause any problem since the system
has to use the outer code (in general, RS codes is
used for the outer code in practice) for error free
systems.
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