222

JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 12, NO. 3, JUNE 2010

Sum Rate Approximation of Zero-Forcing Beamforming
with Semi-Orthogonal User Selection

Janghoon Yang, Seunghun Jang, and Dong Ku Kim

Abstract: In this paper, we present a closed-form approximation
of the average sum rate of zero-forcing (ZF) beamforming (BF)
with semi-orthogonal user selection (SUS). We first derive the sur-
vival probability associated with the SUS that absolute square of
the channel correlation between two users is less than the orthogo-
nalization level threshold (OLT). With this result, each distribution
for the number of surviving users at each iteration of the SUS and
the number of streams for transmission is calculated. Secondly, the
received signal power of ZF-BF is represented as a function of the
elements of the upper triangular matrix from QR decomposition
of the channel matrix. Thirdly, we approximate the received sig-
nal power of ZF-BF with the SUS as the maximum of scaled chi-
square random variables where the scaling factor is approximated
as a function of both OLT and the number of users in the system.
Putting all the above derivations and order statistics together, the
approximated ergedic sum rate of ZF-BF with the SUS is shown in
a closed form. The simulation results verify that the approximation
tightly matches with the sample average for any OLT and even for
a small number of users.

Index Terms: Broadcasting channel (BC), multiple-input multiple-
output (MIMO), sum rate, zero-forcing (ZF).

1. INTRODUCTION

Transmission with muiti-antenna in broadcasting channel
(BC) can significantly improve the capacity by selecting users
and multiplexing data properly. The capacity region of the
multiple-input multiple-output (MIMO) BC channel is known
to be achieved by dirty paper coding (DPC) [1]. However, fea-
sible channel coding for DPC is still under investigation. Since
the basic principle of DPC is interference cancellation, DPC-like
precoding schemes such as zero-forcing DPC (ZF-DPC) [2] and
sphere encoding with regularized channel inversion [3] tend to
be nonlinear and too complicated to be applicable to the com-
mercial system. In addition to precoding, user selection is also
complex. In DPC, every transmit covariance matrix will be op-
timally decided and users with non-zero trace of the transmit
covariance matrix will be selected for transmission. Given a pre-
coding scheme, the optimal user selection requires precoding for
all possible combination of users, which results in a complexity
which is too huge to be realized in a practical system.

As an alternative, ZF-beamforming (BF) with some simpli-
fied user selections has been proposed. Use scheduling over
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subset of users with ZF-BF was shown to achieve near opti-
mal performance in MIMO broadcasting channel [4]. A greedy
user selection with ZF-BF was proposed such that its sum rate
was shown to increase with the same rate for increasing SNR
as greedy ZF-DPC [5]. Later, a generalized greedy user selec-
tion with ZF-BF was shown to achieve the asymptotic optimal
sum rate [6]. The ZF-BF with the semi-orthogonal user selection
(SUS) was shown to be asymptotically optimal for a large num-
ber of users [7]. Comparison of the average received transmit
power of ZF-BF with different user selection methods showed
that the performance of norm based user selection with much
less complexity is comparable to that of the SUS when the or-
der of multiplexing is small [8]. The SUS over the subset of
users having large channel magnitude [9] was shown to perform
as well as the conventional SUS {7] while significantly reducing
the complexity especially for a large number of users. Several
joint schedulings with block diagonalization (BD), a general-
ization of ZF-BF to the receiver with multiple receive antennas
were also proposed {10], [11].

However, to the best of the author’s knowledge, thorough
analysis of the sum rate of ZF-BF with user selection has not
been made yet. [7] presented a lower bound of the sum rate
based on the lower bound of the received signal power of ZF-
BF. However, the bound is meaningful only when the orthogo-
nalization level threshold (OLT) is small. Among existing user
selection algorithms for ZF-BF, the SUS is found to be simple
and efficient. However, due to the candidate selection process
and associated beamforming, it is very difficult to derive the ex-
act average sum rate. In this paper, we focus on the derivation
of the approximated average sum rate of ZF-BF with the SUS
in a numerically manageable closed form. We first derive the re-
ceived signal power of ZF-BFE, and distributions of the number
of surviving users at each iteration of the SUS, and the number
of streams for transmission. On the basis of these results, we
approximate the average sum rate of ZF-BF with the SUS such
that it can include the effect of the candidate user selection and
the number of users in the system. This approximation will be
particularly useful for choosing a proper OLT for a given system
condition. The numerical results show that the proposed approx-
imation tightly matches with various system conditions and that
the sum rate performance based on the OLT chosen from ap-
proximation provides nearly the same performance as one with
optimal OLT.

This paper is composed as follows. In Section II, the sys-
tem model is presented. ZF-BF and the SUS are overviewed
in Section III. The approximation for the average sum rate of
ZE-BF with the SUS is made in Section IV while the detailed
approximation is presented in the appendix. The proposed ap-
proximation is numerically compared with the sample average
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in Section V. Some concluding remarks are made in Section VL.

II. SYSTEM MODEL

We consider a single cell multi-user MIMO downlink chan-
nel with a base station (BS) of M transmit antennas and K mo-
bile stations (MSs) of a single receive antenna. It is assumed
that perfect channel state information (CSI) is available to the
receiver and the transmitter. For simplicity, it is also assumed
that each user experiences the statistically homogenous channel
which is modeled as a circularly symmetric complex Gaussian
vector with independently and identically distributed (i.i.d.) el-
ements having zero mean and unit variance. The received signal
at user £ can be expressed as

e = hiix +ny

(N

where x € CM*! ig the transmit signal with total transmit
power constraint tr(E {xx"}) = P, a channel from the BS
to the user k, hy, € CM*1 is a channel vector from the BS to
user k, and ny is an additive white Gaussian noise with zero
mean and unit variance.

When beamforming is applied as a transmission scheme, the
received signal at user w(m) where w(m) is the user index oc-
cupying the mth beam can be expressed as

Tr(m) =V pth m)uﬂ'(m Sz(m)

-l-z\/p_jh

J#m

Sx(5) F Mr(m) (2)

where p,, is the transmit power for the mth beam, U (,,) is the
mth beamforming vector with unit norm, s ;) is the informa-
tion symbol for user 7(j) with unit power, and M is total num-
ber of beams. With ZF-BF, SINR at the user 7{m) will be

hH

2
ﬂ'(m)uﬂ(m)‘ :

3)

From (3), it is noted that the SINR depends on the beamform-
ing vector and power allocation, which are determined from the
selected users for transmission. Throughout this paper, equal
power allocation is assumed for simplicity, i.e., p,, = P/My
form = 1,.--, My. In the next section, we will briefly review
how users can be selected with the SUS.

Yr(m) = Pm

III. ZERO-FORCING BEAMFORMING WITH
SEMI-ORTHOGONAL USER SELECTION

In this section, we reproduce the aigorithm explained in [7]
to clarify the operation of the SUS which will be analyzed in
the subsequent sections. ZF-BF with the SUS is summarized
in Fig. 1. Roughly speaking, the SUS consists of selecting the
user with the best metric among the semi-orthogonal users in
the candidate set, and updating it for the next iteration. More
specifically, among the semi-orthogonal users in the candidate
set Sc.m at the mth iteration, the SUS selects the user with the
largest norm of the effective channel I_lk,m which is a projection
of hy, to the null space of the subspace spanned by the channel
vectors of the selected users in the preceding iterations. Then, it
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Step 1: Sgo = {},hx1 =hg, k€ Sc1={1,2,--,

K}, m=
Step 2: User selection for scheduling

m(m) = argké%i},(m Hl_lk,muz

Step 3: Semi-orthogonal users selection
Ssm = Ssm-1 U {m(m)}
Vin = By o/ || B |
Ssmas = Scum — {KI Vi B / [Bim|* > 8,k € Scm}
By i1 = D — (VE - hi ) Vi for k € Sopman
Step 4: Terminating condition verification
If ISCymjLﬂ == 0or |Ss7m1 ==
My = m and end
else
m =m + 1, and go to Step 2

Fig. 1. Semi-orthogonal user selection algorithm for ZF-BF in muiti-
antenna system.

updates the candidate set S¢ 11 for the next iteration such that
users of which the absolute square of the channel correlation
with the channel of the selected user for scheduling at the mth
iteration is larger than OLT are removed from the candidate set
S¢ m- The algorithm is finished when either the size of the can-
didate set for the next iteration is empty or the size of the set of
selected users Sg ., is M. In this paper the correlation is taken
between l_lﬂ(m)ﬁm and l_lkﬂn for mathematical rigorousness in
the following analysis while it was done between ﬁw(m)’m and
hy . in [7]. Since this modification has an effect only on for-
mulating the set of semi-orthogonal users, the basic principle of
the SUS originally proposed in [7] is likely to be kept. This issue
will be revisited through simulations as described in Section V.

For the set of selected users Sg, the set of ZF-BF vectors
U = [u,q), -, Un(ng)) Will be determined in the following
way

U = H(Ss)(H(Ss)"H(Ss)) " A(Ss) )

where M > My, H(Ss) = [hr),- - he(ar)], and A(Ss)
is a diagonal matrix with the mth element [A{Sg)|mm =
1/4/T(H(Ss)TH(Ss))~Um,m. It was observed that there is a
tradeoff between the beamforming gain and multi-user diversity
gain depending on the selection of the OLT [5]. However, the
effect of the OLT on the sum rate has not been analyzed prop-

erly. In the next section, the approximated sum rate analysis of
the ZF-BF with SUS will be developed.

IV. AVERAGE SUM RATE APPROXIMATION OF
Z¥-BF WITH THE SUS

In this section, we provide an approximate sum rate analysis
of ZF-BF with the SUS in the following way. First, the proba-
bility that each user survives in orthogonality condition will be
addressed. With this probability, the average number of streams
for given threshold and the average received signal power of the
scheduled user will be approximately analyzed from the approx-
imation of the received signal power of ZF-BF with the SUS.
Finally the approximated sum rate will be expressed in a closed
form by exploiting all preceding results.
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A, Survival Probability

In this subsection, we solve the probability that absolute
square of the correlation between two users is less than OLT,
which we call “survival probability.” This probability can be eas-
ily approximated by exploiting Theorem 1 in [12].

Theorem 1: Leth € CM and h/ € CM be i.i.d. zero-mean
circularly symmetric complex Gaussian vector with identity co-

variance matrix. The random variable C' = ﬁ;nh—;%f where ||-||
is the [2-norm of the vector inside, has the beta distribution with

parameters 1 and M — 1. The corresponding probability density
function fc(z) of C is given by

fel@)=M-1)(1-2)M2, 0<z<1. ®)
Proof: Letv = h/|h]|. For a fixed v, C' = L‘h%

was shown to have beta distribution with parameters 1 and
M — 1 [12]. From the rule of total probability, P(p < z) =
[ P(C" < z|v)f(v)dv where v was proved to be uniformly
distributed over the unit-norm sphere {12]. Thus, P(C < z) =
P(C’ < z|v) which proves the theorem. O

Since effective channel ﬁk,m at the mth iteration is in the
orthogonal subspace of the subspace spanned by the channels
of users which have been selected in the previous iterations,
||k, m ”2 has chi-square distribution with 2(M —m+1) degrees
of freedom. From Theorem 1, random variables for comparing
with OLT at the mth iteration have the beta distribution with pa-
rameters 1 and A —m. Consequently, the survival probability at
the mth iteration for candidate users in S¢ ., can be expressed
in the following way

Psm(d) =1—(1—8)M™, (6)

B. Approximation of the Received Signal Power of ZF-BF with
the SUS

In this subsection, we provide the exact received signal power
of ZF-BF in terms of the elements of the upper triangular ma-
trix from the QR decomposition of H{Ss). On the basis of this
result, we approximate the received signal power of ZF-BF with
the SUS. Let QR decomposition of H(Sg) be

H(Ss) = Q(Ss)R(Ss) )
where Q(Sg) is a unitary matrix and R(Sg) is a upper triangu-
lar matrix. The received signal power of the user 7(n) with unit
power transmission can be expressed as given in [6]

1
Pron = 5 (8)
llgnl®

where g, is the nth row vector of the inverse matrix of R( Ss)
with dimension My x M) which is the submatrix of R(Sg) such

T
that R(Ss) = [ R(Ss)T O0hr— Moy x Mo ] . We can easily
calculate (8) from the following lemma.

Lemma 1: The received signal power of ZF-BF for the nth
user whose channel is the nth column vector of H(S5) can be
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calculated as

|7, nl2
Drin — Mo—n 3 (9)
1+ Z 2 bn+k:r”+ka7'+d
1, ford =10,
bia = (10)

d—1
Z bgfgkfn-kk,n-i-d: ford >0
k==0

where 7; ; is the element of the R(Ss) in the ith row and the jth
column, and Tp4kntd = Tntk, ntd(Tn+d, n+d)
Proof: See Appendix A. ]

It can be explicitly observed from (9) that the received sig-
nal power experiences ZF-BF loss as the correlation between
channel increases. Even though (9} is an exact expression of the
received signal power with ZF-BF, it is very hard to derive the
statistical property exactly when it is combined with the SUS.
This is because the received signal powers of the user selected
in the preceding iterations are affected by the selection of users
in the subsequent iterations. Thus, we provide another form of
the received signal power and make approximation for the re-
ceived signal power of ZF-BF with the SUS.

The received signal power of ZF-BF in (9) and (10) can be
easily modified as follows

ruaf?
Pron = Mo |d—1 2 an
|'rn nT1 1] + Z k;z C.n.zkrn+k rebd
7‘;;7”1,17 ford =0,
M (12)

={d-1
Cntd kz C;Vfgkfn+k,n+d, ford > 0.
=0

Let p, (k) denote the received signal power of the user k¥ with
ZF-BF when the user % is scheduled at the nth iteration of the
SUS and the total number of streams with the SUS is M. Mim-
icking the user selection step of the SUS, we approximate the
received signal power of ZF-BF in the nth iteration of the SUS
as

Pron,sus & kg}‘}a’g,{n pr,'n(k) (13

d 2 (k
() max Xan (k)

~ —e 14
k€Sc,n 0 M, (K, 0) 14

where (é) denotes the approximation in distribution, x3,,(k) is
ii.d. chi-square random variable with 2M degrees of freedom,
and o, p, (K, 0) is a constant representing the ZF-BF loss asso-
ciated with the SUS, This approximation will be naturally valid
only when the OLT is very small, which means that channels
of the scheduled users are nearly orthogonal. Even though we
can not mathematically rigorously argue further the validity of
this approximation for other cases, it will be shown that the av-
erage sum rate approximation is very accurate in the numerical
verification.

When the SUS procedure is considered, it is desired that
M, (K, ) decreases with K and increases with 4. Keeping
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’I'Il
Repe = Z Py (m/ Z {log2 (
m/=1 m=1
< Z Pugo(m)
m/=1

7
m

14

e
b
o

X%M(k)

P
M2 KeSom m>}

Y%Maf')

P
! 1+ ——F e
m=1 oee ( " m'o} {ké%a;(m U (K, 6) })

1 K—m+1

m==] me==1

P
Z Py, ( m') Z log, (1 + 52 (K, 5)

Py (n,6, K
Z Pave,m n_&:‘"(—'_‘)') (22)

o Am—1 (7’L, 6, K)

this in mind, we derive o, a1, (K, §) in Appendix B as

n—1 1 e

{(n)
M~ +11+3K+§:m’”f"lvc2

Qn, M, (K 5) =1+ (15)

p(1, M — 1 — d+ 1+ Insa(0), 6)
—n—d+1+[n+d(0)

'E::?d c? ~ Z 5:—?/? c?
(16)

where m,’ ”> =1+ 2 757 La(b) is the indicator func-
tion Wthh has a value of 1 only when ¢ = b, and O otherwise,
and p(1,a,d) is the conditional mean of the F-distributed ran-
dom variable with parameters (1, a) with the condition that the
corresponding random variable is less than or equal to §, which
is defined in Appendix B. Since p(l M—-—n—d+1,§)isan
increasing function of § and ——— K is a decreasing function of
K, it satisfies the desired property 1t is also noted that since

p(LM —n ~d+1,6) and m, (n) ’» are the increasing functions

of n, so will &, ag, (K, 6) be. /3 controls the effect of K on the
ZF-BF loss with the SUS, which will be defined heuristically
through numerical evaluation in Section V.

C. The Average Number of Streams

ZF-BF with the SUS does not always guarantee maximum us-
age of the available degrees of freedom. This mainly results due
to the insufficient number of users when the OLT is so small that
most of users are rejected from the candidate set. The average
number of streams M) 4. With SUS can be expressed as

M
Z mPy, (m
m=1

where Py, (m) is the probability that the number of streams M,
of ZF-BF with the SUS is m. To calculate this probability, we
first derive the probability distribution of the number of surviv-
ing users at each iteration.

Since each user has the same survival probability at each it-
eration, the probability distribution of the number of surviving
users at the end of the first iteration follows binominal distribu-
tion as follows

PNl (k, (5, K) — (Ki; 1) (ps,l(é))k(l _ ps,l((s))K_l_k~

(13)
However, it is not the binominal distribution at the end of mth
iteration for m > 1, since the number of users at the {m —

MO,twe = (17)

1)th iteration is not fixed. Thus, the probability that there are &
users at the end of the mith iteration can be calculated with total
probability as follows

K—m+1

> Pn, (K6 K)(k/k 1)

k7 =k+1
% (ps"’"(é))k(l - ps,frz(é))k/ =k

Since the scheduled user at the mith iteration is removed from
the candidate set, {¥’ — 1) users are considered when &’ users
had survived at the (m — 1)th iteration. From this distribution,
Py, (m) can be easily calculated. It is noted that the number
of streams is m for m < M is equivalent to the event that the
number of users at the end of the mth iteration is zero. Thus,
this can be expressed as

v (8, K) =

(19)

P, (0,0, K}, form < M
Py (m) = M-1 20
o () — 3 Puyy(m), form = M.
m=1

By inserting (20) in (17), the average number of streams can be
easily calculated as

M-1
AffO,ave =M - Z (ﬁl - m)PNm (0, 5, I{)

m=1

2D

D. Approximation of the Average Sum Rate of ZF-BF with the
SUS

In this section, we derive a closed form approximation of
the average sum rate R,,. for ZF-BF with the SUS. It can be
expressed using (14) as (22) on the top of this page, where
Py, (k,d8,K) is | for k = K and 0 otherwise, and

— 2 =
pave,m,n =F {kg%;a’x XQ(M—m—}-l)(k)HSO,m; n}
3
;}A""% 1 1
St e | Ve T
> Bis,
=0
(23)
K—m+1
Am(k,6,K) =Y Pn,(k,6,K). (24)
k=1
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The inequality in (22) follows from Jensen’s inequality, and the
approximation in (23) is derived in Appendix C.

One may have a simpler form of approximation by replacing
the random variables with their average values as follows

MG ave
- P p(wemﬁ
R/ a 1 1 ave,m
e = D og2< TSy - 5)> (25)

m=1

where Mg,ame and Name,m are the nearest integers of My qye
and Ngqe m which is the average number of surviving users at
the end of the (m —1)th iteration of the SUS. It can be calculated

as
Ki"’lkplvm (k,6,K)

Am-1(k, 6, K)

The accuracy of the proposed approximations will be evaluated
numerically in the next section.

(26)

ave m =

E. Further Approximations for Asymptotic Cases

Since the approximations presented in (22) and (25) are rather
complex, it is not straightforward to observe the physical mean-
ing with the associated parameters. However, the complicated
approximation in the analysis of the MIMO system may be sim-
ply expressed for some special or asymptotic cases [17]. To
get some insight from this approximation, we examine some
asymptotic cases based on (25), which is simpler than (22). For
asymptotic high SNR, (25) can be further approximated from
log(1 + z) ~ log(z) forz > 1

MO,ave
P—-)oo
Rive = Moavelogy(P)+1ogs | [ Orrton.. | @7
m=1
where 6 = i PavernNavem [y ig noted that

m,Mo,ave Mo, aved? Qo sty 4, (B56)
the sum rate increases logarithmically with increasing transmit
power for the given number of transmit antennas at high SNRs.

For asymptotic low SNR, it can be rearranged from log(1 +

)~ zfore <l

Mﬂ,ave
P—>0 M,
RI ~ P M, M0, ave 2
;21 Tog ) (28)

Unlike the asymptotic high SNR case, the ergodic sum rate in-
creases linearly with increasing transmit power for the given
number of transmit antennas at low SNRs.

b, i1, .. €an be further approximated using the extreme
value theory in [16] for large K and small § such that Mo,m,e =
M and am,Mo,aue(Kﬂ §) <1

0m,1\7lo,,me, ~ Mo2 Iog(Nave,m) + O<10g log(Nave,m))' (29)
n

By inserting (29) into (25), the ergodic sum rates with asymp-
totic number of users and small OLT, can be expressed as

K00 M

e P
5250 Z log, (1 + o7 7 log(Nyye m))

m=1

R, ‘& (30)
This result is in line with the result in [7] which shows the mul-

tiuser diversity gain of log K for the large number of users.
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SNR=10 dB, M=4

Sum rate (bps/Hz)

~f— Sample average [7)
‘| —— lower bound {7}
.| —©— sampie average

0 0.2 04 08 08 1
OLT

Fig. 2. Comparion of ZF-BF with the proposed SUS and one in [7].

V. NUMERICAL RESULTS

In this section, the proposed approximation of the average
sum rate performance of ZF-BF with the SUS is verified by
comparing it with the sample average. The sample average for
each simulation was obtained by averaging out 1000 indepen-
dent channel realizations. In the figures, “approximation-1” and
“approximation-2” refer to the numerical evaluations of (22) and
(25), respectively.

In Fig. 2, the average sum rate of ZF-BF with the SUS in Sec-
tion 11 was compared with the one in [7]). They showed almost
the performance at any OLT and any number of users. Slight
difference can be observed for some OLTs for K = 8 when the
OLT is between 0.3 to 0.6. This is because the performance of
ZF-BF with the SUS is sensitive to the user selection when the
number of users is small. We also plotted the lower bound with
a positive real value in [7], which is

KIs(i—1,M—i41)
(M=)
(M—-1)45
1-(3-1)3

3D

ave

P log
ZlogQ 1+ - )

where I,(a,b) is the regularized incomplete beta function. It
can be observed that this bound is too loose to be a good ap-
proximation for the actual average sum rate and it has real value
only for small OLTs.

To validate the proposed approximation, 3 in (15) needs to
be specified. For a system setup which consists of every possi-
ble combination of K = 16,64,256, M = 2,4,8, SNR (dB)
=0,10,20, and § = 0.1,0.5, 0.9, the normalized mean squared
error (MSE) was calculated for #s ranging from 0.005 to 0.1
by 0.005 step, averaged out and plotted in Fig.-3. It can be ob-
served that the average normalized MSE is pretty small for both
approximations. From this result, we set 5 to be 0.035 for the
remaining evaluation steps of the approximations in which min-
imum average normalized MSE occurred.

In Fig. 4, the sum-rate approximation of ZF-BF with the SUS
is compared with the sample average as the OLT increases on
the condition that the number of transmit antennas is 4, and
SNR is 10 dB. “approximation-3” refers to (22) with 8 = 0,
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Average of normalized MSE

| —e— approximation-1
—— approximation-2
0.08 0.1

0 0.02 0.06

Fig. 3. Average sum rate approximation of ZF-BF with the SUS for in-

creasing OLTs.

SNR=10 dB, M=4

20 T T T
18}
6,_ovn66688eseé@ooaou@’
16} K=512 |..
58 -&-—&ﬂ‘ﬂ——@—ﬁ 8= 898 -E 3‘8‘
14 d
- * —— = 4 4—+—+——++—|_+
< 12 :
0
s B X =8 - — 3
E 10} o .. v """
s "z
£ st
@
6.
4+ —&—sample average
—A—approximation-1
2F —&—approximation—2
0 : ; . —+—approximation—3
0 02 0.4 0.8 0.8 1

OoLT

Fig. 4. Average sum rate approximation of ZF-BF with the SUS for in-
creasing OLTs.

which shows that without properly decreasing the ZF-BF loss,
it tends to underestimate the average sum rate. This is because
the proposed approximation treats the ZF-BF loss as a constant
term even though there can be interbeam interference diversity
additionally. With 3 = (0.035, It can be seen that the proposed
approximation provides a tight match with sample average for
various system conditions and OLTs. It is also noted that the
simpler approximation (25) is almost identical to (22) for large
OLTs. When the OLT is large, the number of streams is likely
to be the same as the number of transmit antennas most of the
time, and the large number of users will survive. That is, for
a large OLT, My 4pe ~ M, and Py, (M) = 1 will make (22)
and (25) almost the same expression, which results in almost
identical approximation for large OLTs.

In Fig. 5, the accuracy of the approximation is shown over
increasing numbers of transmit antennas. The number of users
was set to be 32 for a more practical system condition. The ap-
proximation is very tight for all M's and OLTSs, which corrobo-

K=32
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Fig. 5. Average sum rate approximation of ZF-BF with the SUS for in-
creasing numbers of transmit antennas.
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Fig. 6. Average sum rate approximation of ZF-BF with the SUS for

asymptotic low and high SNRs.

rates the proposed approximations especially for the large sys-
tems. In Fig. 6, the asymptotic approximations were compared
with the sample averages. It can be observed that the asymptotic
low SNR approximation is tightly matched to the sample aver-
age for up to —5 dB while the high SNR approximation starts
to match well from the SNR of 10 dB or so, which shows the
linear scaling with SNR in dB scale.

In Fig. 7, the sample average of sum rate of ZF-BF with the
SUS was compared for differently selected OLTs when the num-
ber of transmit antenna is 4. The sample averages were evaluated
for OLT from 0.05 to 1 by 0.05 step and the best performance
was selected for a given system condition. We also numerically
evaluated (22) and (25) for the same OLTs and selected the
OLTs such that the approximated sum rate for the selected OLTs
is larger than that for other OLTs. For these OLTs, the sample
average of the sum rate of ZF-BF with the SUS was compared.
It is observed that the selection of OLT from the approximation
provides nearly the same performance as one based on the sam-
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Fig. 7. Comparison of average sum rate of ZF-BF with the SUS for
optimally chosen OLTs from the sample average, and ones from the
approximation.

ple averages. Even though the proposed approximation of the
average sum rate is not concave with OLT, numerical evaluation
shows that it shows the largest value when the OLT is close to
1, which is often the case with the sample average. Thus, one
can benefit from choosing the proper OLT from the numerical
evaluation of the approximation rather than resorting extensive
simulation to get the sample average for various OLTs.

V1. CONCLUSIONS

In this paper, we analyzed the performance of ZF-BF with the
SUS for in the nonasymptotic regime. The survival probability,
distributions of the number of streams, and the number of users
at each iteration of the SUS were derived. From these analysis,
approximation for the sum rate of ZF-BF with the SUS was pro-
posed such that it can capture the effect of OLTs for any system
setup. The numerical results show that the proposed approxima-
tion is accurate for all considered system environments,

Even though ZF-BF with the SUS is a simple and efficient
precoding and user selection scheme for MIMO BC channels,

there are many issues remaining associated with this scheme.
Especially, the sum rate analysis associated with fair and QoS
scheduling need to be studied more analytically in future re-
search in order to characterize this scheme in a more practical
communication system.

APPENDICES
A. Derivation of the Received Signal Power of ZF-BF

Let R,.(Ss) € C™*™ be the first subblock matrix of R(Ss)
such that
_ n(Ss) Fn(Ss)
R == . 2
(SS) [ 0 n(SS) (32)
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By using the upper diagonal structure of the matrix,
R,.+1(Ss)™! can be expressed as

R, (Ss)~t
len

_ . 1
=R (Ss)  Tnt1Tni1,n41
-1
n+1 n+1

Rn—{-l(SS)—l =

(33
where Lpnt1 = Qn—i—l(SS)th'(n—i—l): and Ql:(n—i—l)(SS) €
CMx(n+1) is a subblock matrix of Q(Ss) such that Q(Sg) =
[Q1:n+1(Ss) Q(nt2):m,(Ss)]- The calculation of p,., is asso-
ciated with the last My — n + 1 elements of the vector g,, which
can be represented using (33) as

o ford =0,
[8nln+a =  [Rnya-1(55) " rnidln ford> 0 (34
Tnid,ntd

where [-]; is the ith element of the vector in the bracket. For
d >0, |[gn]nsal® can be expressed as

2

-1 _
> [Ratd-1(Ss)~

1 .
]11,n+k" ntk,r+d

2 k=0
|lgnln+al” = |—
Tn4dn+d

d=1 _ . 2

Z [Rn—H&:—l(SS)_lrn+k?n+k’n+k]n7n+k,n+d

k=0
= (35)

Tn+d,n+d

where [A]; ; is the element of the matrix A in the ith row and
the 7th column, and the second equality follows from (33). Let

Trn Rtk 1(S5) "Fnsklan pe denoted by b™ . Then, (35) can

Tntk,n+k n+k*
be rewritten as

2
Z bn+k” n-t-kyn4-d
k=0

p)
n+d

Hgn]n'i—dl

(36)

where the second equation follows from the definition of bgﬁ d

and (34). From this equation, recursion for solving bgﬁ 4 can be
arranged as

1, , ford=20

(37
Z bn-Hcrn-i'k n+d, ford>0.
k.—

By putting together (34) and (36) into (8), it can be expressed as

B 1 _ I'rn n|2
Prin= Mo—n Mo—n 2
dEO iign]n+d| 1+ Z Z bn_,_k'rn—i-k r+d
= d=
(38)
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Mp—nd—1 %
_ 2
an,j\g{o(K,é): Z ZE{ i:ﬁk\ \C }E{|rn+k,r+d| |05}+E{Tnn s}. (40)
d=1 k=0
Mo—nd—1 -

(n) LM —-—n—-—d+1+ In+d(0), 8) 47
O["711\/10(f{5)""]“_{_]\4 +;kz:0 n+k,b? —n—d+1+In+d(0) ( )

B. Derivation of o, p, (K, 9) can be calculated as

One natural way of choosing v, a, (K, 6) is using the aver- - 20l s p(L,M~n—-d+1,8) 4

age of the ZF-BF loss in the consideration of the SUS, which E {‘T"+k~r+d| | 3} = M—-n—d+1 (43)

can be expressed as

My—n [d—1 2

an o (K, 0) =E{ > |3 e Fuirra| 1Cs
d=1 |k=0
7’%,1
+ES —5=|Cs 39
T.n,n
- ‘ - 2
where C; = {|qfh.(,),|? |Brgny:]|" 6, for n =
1,--,Mp, and s = 1,---,n — 1}. C; is added in condition

of the expectation to reflect the effect of the SUS. Since cszz k

and 7 r4q are uncorrelated and cross terms in the absolute
square of (39) are uncorrelated, o, a1, (K, §) can be rearranged
as (40) on the top of this page.

Let us approximate E {\fr"n+k,,~+d|2 |Cs} with its lower
bound first. It can be rewritten as

E {|7-‘n+k,r+d|2 |Cs}

=F {‘Tn+k,r+d|2

Z E {‘Tn+k,r+d‘2

B’K ki3 n 2
ilqni—k (n+d), +2kl <6
H h 2
ilqntk W(n+d)’n+2kl < (5} 41

[, —

‘ hﬂ(n+d),n+k \

where inequality follows from ‘h,r(m_d) n+d| <\ Bt d)nti ‘

,qn+kh7r(rt+d) -k l
T e

Since |Frrk +dl B where the nominator is
m{n+d),n+d

chi-square distributed with 2 degrees of freedom, and the de-
nominator is chi-square distributed with 2(M — n — d + 1)
degrees of freedom, (M — n — d + 1) |Fpik.nral’ has the F-
distribution with parameters (1, M —n—d+1)for M —n—d >
0. Let Kom 2, and F,(t) be F-distributed random variable
with parameters (m,n) and corresponding CDF. The condi-
tional mean of this random variable can be easily calculated as

E {/‘52'rn,2nln2m,21‘b < t}
£ p(m,n,t)

m 2P F (m 41, m 4 nym+ 2, —ma/n)
m+1  aPFi(m,m+n;m+ 1;~mz/n)

(42)

where 2 Fi(a, b, ¢, z) is Gauss hypergeometric function. From
the above equation, the lower bound of {ifn+k,,~+€g12 \Cs}

h?)’ n n

However, when M —n—d = 0, E wfi—z =
Ih'v(n+d),n+d{

which is improper in the approximation. Thus, for this specific

case, we make another approximation as

p(1,2,8)

3 (44)

B {[Fntkrral 1Cs} 2

™ 1ol a o
Cnta| 1Csp = Myl

From (12), £ { can be calculated

by the exploitation of approximation in (43) and (44) as

Z m?(;ﬁk,czE {1fn+k,r+d§2 icsus}

n+d ¢ T
=§fmm> p(LM —n —d+1+ I,44(0), )
~ n-tk,c? M-n—d+1+ In-ﬁ-d(o)
(45)
Itis noted that m +)d .2 does not depend on K. In order to reflect

the dependency of the ZF-BF loss on the number of users in the
system associated with the SUS, m( )
the following way

E {Tl 1} M

(n) _ 11
Mt = {777n‘c} {nn 1+M"‘4 f(K)

n+1

(46)
where the first approximation follows from Jensen’s inequality
with assumption of independence of 7"%,1 and rfm under the con-
dition of C,, and f{K) is added in the second approximation so
that it can decrease with increasing K to represent the improved
beamforming efficiency with increasing K. It can be defined
in various forms. For simplicity, we propose f(K) = rhz-
Proper choice of 3 will determine accuracy of the approxima-
tion. By putting together (45) and (46) into (39), o ar, (K, 9)
can be approximated as (47) on the top of this page.

» can be approximated in

C. Approximation of the First Moment of the Maximum among
n i.i.d. Chi-Square Random Variables

When Y% is an i.i.d. random variable, the first moment of the
order statistics, can be approximated with quantile approxima-

tion [13]
K—c
o~ o1 1
E {1rgrli?§nyk} ~ Fy (K-l—cz)

(48)
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where Fy;'() is the inverse CDF of the random variable Y},
and c; and c; are refining parameters. Since the inverse CDF of
the chi-square distribution is not known, we introduce Wilson-
Hilferty approximate deviate [15] to calculate it through the in-
verse of the normal distribution

(x/Q)l/s -1+ gq

(%)

where Fz(g) is the CDF of the Gaussian random variable. By
applying the relationship in (48) to (49), it can be further ap-
proximated as

—_1,n 3/8 2 8
E{1<k<an} (FG (n+1/4)\,/ﬁ—l—1 9q> 0

where F;1(-) is the inverse function of Fg(g), and ¢; = 3/8
and ¢, = 1/4 are known to provide a good approximation [13].
Finally, it can be approximately evaluated in a closed form
from [14] as

Fa(g) = Fx(z) = (49)

4
At
n—3 / 8 'i;) “n
F5! Gt 5L 1)
n+1/4 4 4
Z B iSn
4=
where polynomial coefficients A; and B; are defined in [14],

\/~2log(1 — Z328). From (50) and (51), the av-

erage of maxies, . X3p (k) With |Sc,m| = n can be approxi-
mately calculated as

and ¢, =

E {keba'x X2M( ))I ISC,m| = Tl}

4 , 3
>, A,
~ g+ =2 Loy (52)
i M
S Bk ’ M
i=0
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