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Abstract

Multiple-model speech recognizer has been shown to be quite successful in noisy speech recognition. However, its performance
has usually been tested using the general speech front-ends which do not incorporate any noise adaptive algorithms. For the accurate
evaluation of the effectiveness of the multiple-model frame in noisy speech recognition, we used the state-of-the-art front-ends and
compared its performance with the well-known mudti-style training method. In addition, we improved the multiple-model speech
recognizer by employing N-best reference HMMs for interpolation and using multiple SNR levels for training each of the reference

HMM.
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l. introduction

Various research efforts have been made for the
noise—robust speech recognition like speech feature
extraction, speech enhancement and model para—
meler compensation [1-3]. These approaches are
used independently or combined with each other to
improve the performance of the speech recognizer
under noisy environments,

As a different approach to those conventional
methods, the multiple-model based speech
recognizer has been proposed recently and shown
quite successful results [4]. In the method, muitiple
acoustic models corresponding to various noise
types and SNR levels are obtained during the

training and the trained acoustic models are used
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altogether in the testing. This approach is contrary
to the conventional methods where a single acoustic
model corresponding to clean speech is used.

The real situation where the speech recognizer
operates include various noisy environmenls and
the distributed speech recognition (DSR) is thought
to be one of the most representative noisy con—
ditions. European Telecommunications Standards
Institute (ETSI) has developed two standards for
the DSR front—ends. The first standard is calied FE.
It is a basic version and specifies a feature
extraction scheme based on the widely used mel
frequency cepstral coefficients (MFCC) [5]. As the
FE standard did not show successful results in noisy
environments, the ETS] has proposed the second
standard called AFE which includes some noise
adaplive algorithms [6],

In the previous research [4], the multiple—model
based speech recognizer has shown superior
performance compared with the popular the Multi—
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style TRaining (MTR) approach. llowever, the
evaluation was done using the FE front—end instead
of the more noise-robust front end, AFE. In this
paper, we will evaluate the effectiveness of the
multiple—~model framework using the AFE front—end
and compare iis performance with the MTR method.
We also propose wmethods (o improve the
performance of the multiple-model based speech
recognizer. In the previous work, only one acoustic
model which is most similar 1o the input noisy speech
is selected for recognition but there are always some
errors in this process duc to the inaccurale SNR
estimation and even the most similar acoustic model
will not exactly match Lo the input noisy speech due
to the noise signal variabililty. To overcomce this
problem with the multiple—model based recognizer,
we propose to select N most similar acoustic models
and use them all together in recognition. Also, the
SNR range for each acoustic model is extended to
generate more robust acoustic models during
training.

Il, Multiple~-model based speech
recognizer

2.1. Improved Multiple-Model Based Speech
Recognizer,

In the muitiple—model based speech recognizer,
multiple reference HMMs are trained using noisy
speech corresponding to various noise types and
SNR levels and one reference 1IMM which is most
simtlar to the testing noisy speech 1s chosen as the
acoustic model for recognition. This approach is
advantageous over the conventional method using a
single reference HMM because it can improve
robustness against various noise characteristics.

In this paper, we modified the structure of the
multiple-model based speech recognizer and its
architecture is shown in Fig. 1. First, the noise signal
extracled from the tesling noisy specech 1s used to

measure the sinularity of the testing noisy speech to

the reference HMMs and the most similar N
reference 1IMMs are selected and they are
interpolated for improved recogmtion performance.
The interpolalion can compensate for the errors in
the seleclion process and the robustness of the
recognizer is generally improved by using multiple
acoustic models. When the probability density
functions (PDEFs) of the N most similar reference
1IMMs are given by £,{0),i=1,,N, the interpolated
PDF f(O) is defined as follows.

£10)=30.4,(0) )

where © is lhe observation vector and

;i =1,-+, N are the inlerpolation weights.

. 1 .
In this paper. a‘=x,.f¢=l,~~.h, are used fto

equally weight all the PDFs of the N reference
HMMs. We experimented with assigning a distinct
weight Lo each reference HMM bul no signilicant
performance Improvement was observed. Single
mode (aussian models (SGMs) are estimated for
each noise type and SNR level during (he training.
The estimated SGMs are used in selecting the N
most similar reference [IMMs, The SGM for the
D—dimensional noise vector » with mean vector g
and covariance matrix ¥ 1s given as {ollows.

Training Phase
Training
i Training of nmltiple
noisy speech . mining mltip :
for cach noise type HMM sets i
and SNR level
Selectad
N N Reference
Exlrwnpnof HMMs
Noise Signal/
SGM
estimation
Calculation of
K1 distance
Testing - »
oo Results "
speech | Exaraction of | Estimating Interpolated
oS [ PDF || Acousic |
of Neise Signal Models

Fig. 3. The architecture of the modified multiple-modet speech
recognizer.
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Given the noise vectors, we can estimate the mean
.vector p and covariance matrix ¥ by the
expectation—maximization (EM) algorithm.

In recognition, the Kullback—~Leibter (KL) distan—
ces between the Gaussian PDF of the testing noise
signal and the SGMs are calculated and those N
SGMs with the smallest KL distances are determined
and their corresponding N reference HMMs are
chosen as the acoustic models for recognition in the
multiple~model based speech recognizer.

The KL distance (KLD) between two Gaussian
PDFs N, (4, 2)), Ny{(11,%,) is defined as follows [8].

& (21)“ ({“3).- (“1)5)2 (23‘)‘;
KLD(N, N} = %)] log[(zzxi)+ Et ((21),‘ - 1]]

i=1

where X, and %, are the i—th diagonal com-
ponents of the covariance matrices and p,; and g,
are the i—th components of the mean vectors.

As a second approach for the performance
improvement of the muitiple—model based speech
recognizer, we used multiple SNR levels for training
each of the reference HMM. Although a single SNR
level is usually assigned to each reference HMM for
more discriminative acoustic models, we improved
robustness against the selection errors and noise
variability by employing multiple SNR levels in the
trainihg.

2.2. Standards for the_ DSR front-ends
ETSI proposed two standard front—ends for the

Feature Extraction
Speech Signal

——

DSR speech recognition. The first standard ES 201
108 which was published in 2000 consists of two
separate parts, feature extraction and encoding [5].
The widely used MFCC is generated in the feature
extraction part while channel encoding for trans-
mission is done in the encoding part. In this paper,
we implemented only the feature extraction part as
our concern is on the noise robustness of the
front—ends. We call the first standard as FE and its
block diagram is shown in Fig. 2.

The feature extraction part includes the compen—
sation of the constant level offset, the pre—emphasis
of high frequency components, the calculation of the
spectrum magnitude, the bank of mel—scale filters,
the logarithmic transform and finally the calculation
of the discrete cosine transform, For every frame,
a 14 dimensional feature vector consisting of 13
cepstral coefficients and a log energy is generated.

The FE front—end is known to perform inade—
quately under noisy conditions. Thus, a noise robust
version of the front—end was proposed in 2002 [6].
This version called Advanced Front—~End (AFE) is
known to provide a 53 (%) reduction in error rates
on the connected digits recognition task compared to
the FE standard [7].

Fig. 3 shows a block diagram of the AFE
front—end. Wiener filter based noise reduction, voice
activity detection (VAD), waveform processing im—
proving the overall SNR and blind equalization for
compensating the convolutional distortion are added
in order to improve the recognition rates.

The multiple—model based speech recognizer has
shown improved results compared with the previous
noise—robust methods like the MTR when they use
the FE. However, for the accurate comparison, it is

MFCC Calculation

Fig. 2. Block diagram of the AFE
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Fig. 3. Block diagram of the AFE.

necessary to compare the recognition rates when
they use the AFE as the basic front—cnd because the
AFE generally performs better than the FE in noisy
conditions. Thus, in this paper, we evaluated the
performance of the multiple—mode! speech recog—
nizer using the AIE and proposed some methods to
improve the recognition rates of the multiple—model
based speech recognizer.

I, Experiments and Results

3.1. Databases and Recognition system

We used the Aurora 2 databasc for the experi—
ments. There are two kinds of training approaches
for the Aurora 2 database. The first one called
CLEAN uses only clean speech not conlaminated
with any kinds of noises 1o train the MM models.
The second training method called MTR uses both
clean and noisy specch signals which are conta—
minated by various kinds {subway, car, exhibition.
babble} of noises al several SNR levels. The
recognition experiments were conducted for Set A
(including 4 known Lypes of additive noise: subway,
car, exhibition, babble), sel B {including 4 unknown
types of additive noise! reslaurant, street, airport,
train) and set C (including on¢ known and one

unknown type of noises with convolutional noises).

MFCC Blind
Calculation Equalization
Encoding
Compression/

Error Protection

The AFE was used f(or the feature extraction.
IFrom the original feature vectors, 13—th order
feature vectors which consist of 12-th order MFCCs
without 0—th cepstral component and the log energy
are generated as the basic feature veetors and their
delta and acccleration coefficients are added Lo
construct a 39—dimensional fealure veclor for each
{ramc.

The HMM for each digit consists of 16 states with
3 Gaussian mixtures for each state. Silence is also
modeled by a 3 state HMM with 6 Gaussian mixtures
in each state [9). The approximate Baum-Welch

algorithm was used to obtain the acoustic models.

3.2. Experimental Results

To compare the performance of the I'IZ and AFFE
in noisy speech recognition, we show the word error
rates (WERs) when the acoustic models are trained
by CLEAN and MTR method.

As we can sce in Table 1, the average ward ercor
rate (WER) with the FE was 38.78 (%) in CLEAN
training mode while the WER with the AFE was
14.37 (%). which means that the AFE reduces the
WER by 63(%) in CLEAN training mode. For the
casc of MTR training, we can also see that the AFEE
reduces the WER by about 35(%) compared with the
FE. From these results, we can conclude that the
AFE performs much belter bolh in the CLEAN and
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MTR training mode on the Aurora 2 database. This
also means that the previous research which
demonstrated the superiority of the multiple—model
based recognizer using the FE should be re—
evaluated using the AFE,

In Table 2, we show the WERs of the multi—
ple—model based recognizer using the AFE as the
number of interpolated PDFs in (1) varies. The
conventional multiple—model based recognizer
corresponds to the case of N=1. Comparing with the
results in Table 1, we can see that the conventional
multiple—model based speech recognizer performs
worse than the MTR method. This is because the use
of various types of noise signals in the MTR method
improves significantly its robustness against un—
known types of noise signals. This resulied in the
large difference in recognition rates for set B and
consequently the inferior average recognition rate of
the multiple—mode! based speech recognizer (4]. As
we increase the number of interpolated PDFs, some
performance improvement is observed. We could
obtain the best performance when N=4 with the
WER of 10.71 (%) reducing the WER of the
conventional method by about 3 (%) .The decrease in

Table 1. Performance comparison between the AFE and FE

(WER (%)).
Front-end

Training method £k AFE
set A 37.43 1367

B 42. 2
set 94 14.58
sef C 33.08 15.36
i 38.75 1437
set A 1255 8.51

set B 13.71 .
MR 3 894
set C 17.03 9.83
Average 13.91 8.95

Table 2. The performance of the mulfiple-model based recog-
nizer using the AFE (WER (%)}

the WER mainly comes from Set C where a 10 (%)
error rate reduction is achieved. The improvement
may have come from reducing the negative effect of
errors 1n finding the most similar reference HMM
using the KL distance. Also, the variability of the
noise signal in the testing noisy speech may have
been more efficiently compensated by using multiple
acoustic models in recognition.

In addition to the interpoclation approach, we also
tried to improve the performance of the multiple—
mode] based speech recognizer by using multiple
SNR levels for training each of the reference HMM,
In Table 3, we show the two cases of merging SNR
levels called SNRMERG, SNRMERZ.

In the conventional method, the reference HMM
was constructed for each SNR level (0, 5, 10, 15, 20,
25, 30 dB) independently while the SNRMERG
method merged 0 and 5, 10 and 15, 20 and 25 to
construct the reference HMMs reducing the number
of reference HMMs for each noise type from 7 to 4.
While SNRMERGZ method is similar to SNRMERG, it
allows overlap in SNR levels among different
reference HMMs,

In Table 4, we compared the performance of the
proposed SNRMERG and SNRMERGZ method,

As we can see in Table 4, the overall recognition
rates of the SNRMERG and SNRMERGZ are better
than the conventional method. In Table2, the
conventional method had the WER of 11.0 (%) when
N=1 while the SNRMERG and SNMERGZ had the
WERs of 10.80 (%) and 10.54 (%) respectively.
Also, the recognition rate of the SNRMERG improves
further by increasing the number of interpolated

Table 3. The SNR levels for each noise type and the resulting
number of reference HMMSs for each noise type.

N”mm%"'&med stA | setB | stC | A
1 928 | 1324 | 995 | 1100
2 916 | 1321 | 949 | 1085
2 917 | 1315 | 892 | 1071
6 918 | 1332 | 88 | 1076

Conventional

Method SNRMERG SNRMEAG2
{0.5,{5,10},
{0).{5}, {0.5}, {1015},
N> | woLhs), | o, | sz,
{20},{30} |{20,25},(30} | {20,25},{25,30},
{30}
Number of
reference HMMs ! 4 7
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HMMs, However, we could not see further
improvement with increasing N for the SNRMERGZ,
This is because we can have similar effect as
interpolating PDFs by using multiple SNR levels in
training the reference [IMMs, So, the results in
Table 4 do not show remarkable increase in
recognition rates as in Table 2 by increasing N.
Although the difference in lowest WERs between the
SNRMERG and SNRMERG2 is small, the SNRMERG2
has a merit that it does not need the interpotation to
obtain the lowest WER.

We compared the improved multiple —model based
speech recognizer with the MTR method which is a
very popular approach in noisy speech recognition
and the comparison results are shown in Table 5.

In Table 5, SNRMERG (N=4) and SNRMERGZ
(N=1) showed lower WERs than the conventional
multiple—model based speech recognizer but they
were worse than the MTR. This is contrary to the
previous research resull where the multiple—model
based recognizer outperformed the MTR when the
FE was used as the basic front—end [4]. The noise
reduction algorithm in the AFE may have diminished
the relative merit of noise robustness of the
multiple—model based speech recognizer.

To increase the recognition rates of the proposed
multiple~model based recognizer, we interpolated
the PDF of the SNRMER2 (N=1) with that of the
MTR to take the advantage of the MTR. Although the
average recognition rale of the interpolated acoustic
model still falls slightly short of that of the MTR, it

Table 4. Performance comparison of the SNRMERG and
SNRMERZ method (WER {%)).

[

NisetAjselBIset C oo m:m interval)

11901 [1312] 975 10.80 {+0.150)
rnrg |21 880 [ 1304] 802 | 1046 (x0128)

4| 894 |1301| 849 | 1048 (+0.148)

6| 917 | 1307 | 8.49 10.59 (£ 0.149)

1| 880 [12.72| 966 1054 (£ 0.149)

863 | 1302 9.38
870 | 1317 9.10
893 | 13.28 | 8.66

10.54 (£0.149)
10.57 (+0.149)
10.62 (1 0.149)

[= 3 B0 S I\

shows better recognition rates for Set A and C. The
quite nferior results for Set B contributed to the
overall performance degradation. As the Set B
consists of noisy speech with unknown noise types,
the recogmition rates of the interpolated acoustic
model may be further increased and oulperform the
MTR by applying model parameter compensation
approaches for the muitiple—model based speech

recognizer, which is the topic of our further study.

IV, Conclusions

As compared 1o the conventional method where
one single reference HMM is chosen as the acoustic
model for recognition, we improved the performance
of the multiple—model based speech recognizer by
selecting N most similar reference HMMs based on
the KL distance belween the SGM of the training
noise signal and the PDF of the noise in the testing
noisy speech, We could also increase the recognition
rates of the mulliple—model based recognizer by
using multiple SNR levels for training each of the
reference HMM. To further improve the perfor—
mance of the multiple—model based recognizer, the
PDFs of the relerence HMMSs are interpolated with
that of the MTR. The interpolated acoustic model
performed better than MTR for the Set A and Set C
in the Aurora 2 database, We think that the
performance of the multiple—model based recognizer
could be further improved by applying model
parameter compensation approaches,

Table 5. Performance comparison of the multiple-model based
speech recognizer with the MTR method (WER (%)).

Average

sel Alset Bset Cloce  riidence interval

Conventional

Method 9.28 [ 13.24| 9.95 11.00 (+0.151)
SNRMERG {N=2) | 894 |13.01; 849 10.48 (+0.148)
SNRMERG2 (N=1) | 8.80 (1272} 9.66 10.54 {£0.149)

MTR 851 | 894 | 983 8.95 {£0.138}
SNRMERG2
{N=1)+MTR 821 11066} 846 9.24 (30.140}
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