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Stream Data Analysis of the Weather on the Location
using Principal Component Analysis
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Abstract

The recent advance of sensor networks and ubiquitous techniques allow collecting and analyzing of the data which
overcome the limitation imposed by time and space in real-time for making decisions. Also, analysis and prediction of
collected data can support useful and necessary information to users. The collected data in sensor networks environ-
ment is the stream data which has continuous, unlimited and sequential properties. Because of the continuous, unlimit-
ed and large volume properties of stream data, managing stream data is difficult. And the stream data needs dynamic
processing method because of the memory constraint and access limitation. Accordingly, we analyze correlation stream
data using principal component analysis. And using result of analysis, it helps users for making decisions.
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1. Introduction

Recently, by development in the sensor networks and ubig-
uitous techniques, the decision of user is reflected by the data
which is collected and analyzed at real-time without constraint
of time and spatial area. Also, analysis and prediction of the
collected data can provide useful information to
users(Manjeshwar, 2001 ; Kim, 2007).

The data collected from the sensor network is defined as
the stream data which has infinite and continuous properties.
For example, the weather data collected in real-time or off-
line by person and measurement equipment or artificial satel-
lite such as temperature, humidity, sunshine, and so on. The
continuously occurring in data is defined as stream data.

However, one of the difficulties facing the problem of ana-
lyzing stream data is storing and managing all of these data

because of the large volume.

Analyzing and processing stream data have some problems
due to the properties of stream data. The stream data has the
continuous and infinite properties by time, and use limited
memory. So, the stream data changes dynamically, therefore
continuous processing methods are needed. Moreover, the
random access to the data is impossible because stream data
has sequential property by time. Therefore, in order to process
such data easily, we apply the sliding window technique and
normalization method. And we analyze the stream data using

principal component analysis.

2. Related Work

The stream data has continuous property and it almost

makes the unlimited characteristic occurs in data. Also it has
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the feature of keeping its order at real-time. In addition it is
difficult to store the whole stream of data in database; there-
fore, it observes the data from memory at real-time in order to
satisfy the need for continuous queries from users(Lee, 2007).
Fig. 1 shows the characteristic of stream data. The time-series
data is recoded data according to time with the interval in
about one event or various events. Stream data can also be
seen as time-series data for a schedule of time, it is possible to
classify the data which is collected in intervals.
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Fig. 1. characteristic of stream data

As an example, parting of the stock price index which
changes every day, the sale volume of specific commodity by
month or days, and the production volume of crops by years.
The time-series data which is observed with one point of view
that depends on the previous data and it analyzes observed
data for discovering a model which is able to predict the val-
ues of observed data in the future.

Also, the new and renewable energy resources recently
become an issue that has the characteristic of stream data as
well. The new and renewable energy resources is divided into
two parts, new energy and a renewable energy, the new ener-
gy defined a fuel cell, a hydrogen energy and a coal liquefac-
tion gas. And the renewable energy defined as solar, solar
photovoltaic power and biomass energy, the wind power,
small hydraulic power, ocean energy, the waste energy and
the geothermal energy(Ryu, 2009). The solar energy provides
information which is related with a solar energy in a location
with the point by establishment, in order to analyze the mea-
sured energy which is divided into essential measuring ele-
ment and additional measuring element. Wind power energy
achieved the supply and the technical development from the

90’ s; the housing development of wind is appeared by invest-

234

ed private organization of commercial objective,

There are many projects for processing of new and renew-
able energy resources. BSRN (baseline surface radiation
Network) is Radiometric Network for supporting World
Climate Research Program and the other project of different
scientific program. The objective of BSRN provides the Short
and Longwave Surface Radatio Fluxes using a high sampling
ratio. FSEC (florida solar energy center) as the solar energy
research center of American Florida collects the meteorologi-
cal data for the research of meteorological data, the data is
collected with automatic and stored in web site. NREL
(national renewable energy laboratory) is a national remaking
energy laboratory of the United States, it investigates the
renewable energy and researches, and develops a new energy
technique.

The objective of this paper is to provide useful information to
users by correlation analysis of stream data. Also it helps orga-
nizing and managing stream data and to select the optimal loca-

tion related to energy facility using information valuable to user.

3. Analyzing Stream Data using
Principal Component Analysis

In this section, we describe a principal component analysis
(PCA) for analyzing stream data. Fig. 2 shows processing of
stream data.

Before the analysis, we use a normalization method for

reducing the gap of each variable.
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Fig. 2 processing of stream data

The normalization process calculates the average and a stan-
dard deviation of each data; it then accomplishes the normaliza-
tion process in order to make the efficient analysis possible. The

value of normalization N is given by the equation in formula.
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And we apply a sliding window technique for reducing
data set’ s dimension. The sliding window technique calcu-
lates the average of the data which is current point of time
with maintaining window size. It compares the mean value
from the mean value in the next point of time, and if the value
exceeds a standard value, then uses it. In other words, it
decides a standard value according to the using data and if the
condition is satisfied, then the value makes to be used or not.
When we use the sliding window technique, it is possible to
manage the efficient storage. Also, it reduces the processing
cost and storage space. Moreover, it overcomes the overlap-

ping of data. Fig. 3 shows the sliding window technique with

size 5.
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Fig. 3. example of sliding window technique
As shown in fig. 3, the stream data inputs some point of

time as t continuously, it calculates the average of data with

moving window according to time. The data used in this
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Fig. 4. the data set of rainfall

paper is the weather data set of Korea. In order to preprocess,
we use the sliding window technique. The dataset which is
divided by locations is shown in fig. 4. The data shows the
rainfall of each location at a unit of time, Using sliding win-
dow technique, the dataset can be used in analysis with
reduced data at unit of day.

The PCA is one of the techniques which analyze stream
data(Kim, 2009). It has a property of liner transformation that
enables it to map the data into new spaces and chooses the
subspaces that have the biggest dispersion. If the unit of factor
is same for the PCA, that use a covariance matrix. In the
opposite case, that uses a correlation matrix. Here, the covari-
ance matrix is the value of the higher correlation degree of 2
probability variables. If one of the values is increased, and
another value is also increased, then the value of a covariance
matrix becomes positive number. In the opposite case, if one
of the values is increased, and another value is decreased, then
the value of a covariance matrix becomes a negative number.

With the above method, we are able to analyze principal
component of stream data. The data which is used in this
paper is the weather data set of Korea. The data construct
many factors at each location that are temperature, humidity,
sunshine, rainfall, and so on. Therefore, we find the related
factor by PCA and the factor have strongest relationship.
Through the PCA, we find the important factor at each loca-

tions and the correlation with each factors and help users to
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Fig. 5 example of correlation analysis
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decide for optimum location of energy facility.

The correlation analysis is the degrees of relation, such as
the method analyze relationship between each variable(Kim,
2009). Fig. 5 shows the example of correlation analysis. If the
distribution of points becomes closely, then the correlation
becomes larger. In other word, the distribution becomes scat-
tered.

Accordingly, we manage and analyze the stream data effi-
ciently with principal component analysis. And we find the
correlations of each factor, and using useful information, it

helps users for making decisions.

4. Evaluation

The embodiment environment of the method used CPU
2.66GHz Intel Core TM 2 Duo and 2.00GB RAMs. The plat-
form used in Windows XP Professional and used SPSS 1.6.
The data set is the weather data set of Korea from 1970 until
1999 and divided into two parts that are constructed locations
and properties.

In order to predict and conduct correlation analysis, we
accomplish two kind of experiment. First, the weather factor
data set by locations are analyzed by principal component
analysis. Second, the data set of each location are analyzed by
multiple regression analysis.

Based on accomplished preprocessing, we analyze the
stream data. First, the principal component analysis uses a
covariance matrix and accomplishes the analysis about data
set of each composed locations. We extract the result of
analysis which is influenced location with rainfall, humidity,
and sunshine. The results of PCA help users for making deci-
sions and finding the optimal locations of buildings related to
energy facilities.

And next, we analyze prediction and correlation analysis by
multiple regression analysis. When the new data and influ-
enced factors at locations are inputted, the results of analysis
help the decision of user with predicting future. Also, we ana-
lyze the correlation between each factor. In addition, the
method is able to efficiently manage and store stream data.

We analyze the influenced locations by rainfall, humidity,
sunshine and wind velocity using PCA. Fig. 6 shows the

results of rainfall.
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Fig. 6. results of rainfall
Fig. 7 shows the results of humidity.
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Fig. 7. results of humidity

Fig. 8 and 9 shows the sunshine and wind velocity.
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principal components respectively. The cities that have high
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value about rainfall value such as Ullengdo, Jeju, and
Gangneung. Also, the locations of our country cities have
high value about humidity value such as Busan, Gosan and
Jangsu and cities that have high sunshine value such as
Yeongdeok, Buyeo, Busan and Namhae. Therefore, it assists
in selecting the optimal location related to energy facility

using information valuable to user.

5. Conclusions

Recently, the data is collected in real-time, without con-
straint of time and space from sensor networks and ubiquitous
technologies, and is analyzed to help users for making deci-
sions. Also, the analysis and correlation analysis of stream
data provides useful information to users.

The data collected from sensor networks, is stream data
that has continuous, unlimited properties. The continuously
occurring in data is defined as stream data, and it can also
be defined as a time-series data because of its sequential
property.

In this paper, we analyze the stream data using principal
component analysis and correlation analysis of stream data
efficiently. We applied the sliding window technique and nor-
malization method for preprocessing the stream data. The pre-
processing overcomes the limitations in efficient managing
and deleting the overlapping. The sliding window technique
extracts the data for constructing regression model by calcu-
lating the difference between average of current data and past
data with fixed window size and standard value.

From our experiments we find that the locations of our
country's cities as Busan, Gosan and Jangsu have high humid-
ity value and the cities such as Yeongdeok, Buyeo, Busan and
Nambhae have high sunshine value.

Consequently, we manage to analyze the stream data effi-
ciently and find the correlations of each factor. And using use-
ful information, it helps in selecting the optimum location for
facilities such as the wind power plant, the solar power plant,
and geothermal power plant.
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