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ABSTRACT

As several users use a system simultaneously, a job management system is used to prevent 

exclusive uses in the system by a certain user and share entire resources for all users. The job 

management system is a type of scheduler that distributes limited resources for each job inquire 

efficiently. The system can be classified as different types and is to be properly selected according 

to the characteristics of systems and jobs. An NEC system is a job management system and usually 

applies NQS. The job management system has several queues, which are able to process jobs 

through distributed resources in which the efficiency of such job processing can be varied according 

to the composition of these queues. 

This study designs and configures differentiated queues according to service levels in order to 

improve the efficiency of the entire system as NQS is designed and that performs job processing. 

Also, this study analyze the performance of the job processing.
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1. Introduction

 A job management system is a type of 

system utility that distributes and manages 

limited system resources efficiently according to 

the inquiry of several jobs. This system is to 

prevent exclusive uses in the system by a 

single user and distribute the resources inquired 

by several programs and process them. The job 

management system can be classified as 

different types and is to be properly selected 

according to the characteristics of systems and 

jobs. The job management system installed at 

the KISTI is the LoadLeveler by IBM, p690, 

and the NEC SX-5/6 system, SUN's SUN Grid 

Engine, PBS by the PC cluster, and NEC 

system[1][2] use NQS. Because a job 

management system processes the entire 

resources inquired by each job through 

distributing them, the type of job management 

and composition of queues directly affect the 

performance of job processing. There are 

several environmental variables, which are used 

to design and compose a job management 

system, in which CPU and memory 

significantly affect the system.

 This study designed the job processing 

performance of batch queues as a differential 

manner from various methods used in the 

design and composition of job management 

systems in order to select the system according 

to the job condition of users. Then, this study 

analyzes the results of the application of each 

queue and tests its performance.

2. Related studies

2.1 Structure of NQS (Network Queuing 

System) 

 NQS can be largely classified as pipe queues 

and batch queues[3]. The pipe queues play a 

role in the distribution of jobs and 

implementation of jobs through distributed 

resources. As jobs are transmitted to the NQS, 

the jobs are to be allocated to batch queues 

through pipes. However, jobs can be directly 

allocated to the batch queues if the batch 

queues are not subordinated to a specific pipe 

queue. Pipe queues can be determined as 

multiple numbers, and jobs can be allocated as 

a proper queue is determined while the jobs 

directly transmitted by users are temporarily 

stayed. Batch queues can be configured as 

various types according to the characteristics of 

systems and job types and that are the 

execution queues, which perform jobs through 

distributed inquiry resources. Fig. 1 shows the 

structure of the NQS. 

Fig. 1 Structure of the NQS

 

2.2 Process scheduling

 When operating processes through Network 

Queuing System(NQS), there are three methods 

for process scheduling using pipe queue. The 

methods are as follows:

 - Round Robin(RR): RR is one of the simplest 

scheduling method, which assigns time slices to 

each process in equal portions and in 

consecutive order, handling them without 

priority.

 -Load Information Collection: Load Information 

Collection is the method which assigns the 
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process to the node which takes the lowest use 

ratio referring to CPU information.

 - Demand Delivery Method(DDM): DDM is 

the method which assigns the process to the 

batch queue of each node in the pipe queue 

after the process is submitted to the pipe 

queue.

  As above, the proper resource management 

method can be selected by analyzing the 

characteristic of the system and the pattern of 

the process. 

 There are several parameters which NQS 

considers to decide the priority for handling 

processes simultaneously in Table 1. 

Table 1. Processing variables in the NQS process

Varia

ble
Description

Basic 

Vale

Basep

ri

This variable is used by the system 

administrator or NQS administrator to   

adjust the execution priority

20

Modc

pu

At the time of recalculation of the 

execution priority, the CPU counter   is 

shifted with this value and added to the 

execution priority

2

Tickc

nt

The CPU counter of a process being 

executed on the CPU is incremented by  

 this value every tick

0

Dcyfa

tr

This value is used to perform the shift 

operation for the CPU counter   every 

decay interva

1

Dcvin

tvi

The shift operation is performed for the 

CPU time with the decay factor   each 

decay interval

1

Tmsli

ce

The operation of the NQS can set the 

timeslicevalueinunitsofjobsthatusethechara

cteristicofschedulinggroupsinunitsofjobs

1000

Agra

nge

Tick quantum (tickcnt) is added to CPU 

counter until CPU counter becomes   

this value

160

 As illustrated in Fig. 2, NQS determines the 

priority of processes according to a specific 

algorithm in which the priority can be 

determined by the results of the calculation 

performed by NQS variables, and then the 

process is to be implemented by the priority.

Fig. 2 Process of scheduling parameters

 In a scheduling method, the determination of 

the priority, which performs a prior occupation 

in jobs, can be determined by the results of the 

calculation defined as follows. 

 

(Executionpriority)=

 ( CPUc ou n t e r ) >> (mod i f i c a t i o n v a l u e ) + 

(nicevalue) + (basepriority)+(constant)

 Fig. 3 illustrates the procedure of the 

implementation of processes according to the 

determined priority after completing the priority 

of three given processes according to the 

passage of time.

 In the factors that affect the calculation of the 

priority of processes, Baseprity and Timeslice 

most affect the priority. 

0 Second: start

1 Second later

A: (CPU counter) = 200 

(Execution priority) = 200 >> 2 + 20 + 40 = 

110 

B: (Execution priority) = 20 + 40 = 60 

C: (Execution priority) = 20 + 40 = 60 
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2 Second later

A: (CPU counter) = 240 >> 120

(Execution priority) = 120 >> 2 + 20 + 40 = 90

B: (Execution priority) = 20 + 40 = 60 

C: (Execution priority) = 20 + 40 = 60 

A: Sleep B:Run, C:Sleep

3 Second later

A: (CPU counter) = 120 >> 1 = 60

(Execution priority) = 60 >> 2 + 20 + 40 = 75

B: (Execution priority) = 200

C: (Execution priority) = 20 + 40 = 60 

4 Second later

A: (CPU counter) = 60 >> 1 = 30

(Execution priority) = 30 >> 2 + 20 + 40 = 68

B: (CPU counter) = 240 >> 1 = 120

(Execution priority) = 120 2 + 20 + 40 = 90

C: (Execution priority) = 20 + 40 = 60

 

Fig. 3 Example of process allocation

 In RR method, because of different processing 

time at each node, distribution of the process is 

difficult. Hence this method is rarely preferred 

in practical use. Although Load Information 

Collection method is the most suitable in 

theory, this can occur unfairness in the portion 

of processes because the process is always 

allocated to the node which has the lowest use 

ratio of CPU. In DDM, the process is allocated 

to the batch queue which is the most proper 

for that process, that is, the process the batch 

queue requires. Therefore, the process is not 

equally distributed when DDM is used.

3. Configuration of the system 

environment

 To improve the problem of previous studies, 

this paper proposes more efficient NEC system.

3.1 System configuration

 An NEC system consists of three different 

nodes, such as SX-5, SX-6a, and SX-6b, and 

these three nodes are connected through an 

EtherNet network in which a SX-6a plays a 

role in a server, and a home directory is shared 

as a single one[4][5][6].

 

Table 2. Job environment without excessive 
memory usage

Item Description

Model SX-5 Two SX-6s

O.S
SUPER-

UX R13
SUPER-UX R13

Number of CPU 8 16

Performance 80GFolps 160GFolps

Main Memory 128GB 128GB

3.2 Design of NQS queues

 A basic direction in the design of batch 

queues is to provide a band of selection for 

users and lay a fee on the use of it according 

to differentiated queues. Thus, as presented in 

Table 4, the queues are classified as four 

different classes according to service levels. 

Users can select a proper queue for their jobs.

 Because the fee is to be collected according to 
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the performance of job processing queues, a 

high level queue can be used in the case of 

urgent jobs. However, a low level queue is 

used to implement a regular job that may be 

processed without hurry. Thus, the job 

processing in a system can be implemented 

through distributing the entire resources 

efficiently due to the more allocations in jobs in 

the case of the job, which represents a higher 

priority than others while there are some 

competitions between the jobs. 

 

Accounting = Time × Machine Charging Factor 

× Service Charging Factor

 

3.3 Test of NQS queues

 A simple array program, which can be 

executed for 10 minutes, was prepared to test 

the performance of NQS queues. In the test 

system, there are some competitions between 

jobs by applying lots of jobs, which are enough 

to be executed in each queue, for the prepared 

program without any specific jobs. Then, the 

processing time for completing the given jobs 

in each queue. 

 In the job processing test, the test was applied 

by about 100 times by changing variables in 

each queue, and then similar 10 graphs were 

collected from the test trials (Fig. 4). 

Fig. 4 Results of the execution test of batch 
queues  

Table 3. Composition of batch queues

Name 

of 

Queue

CPU

Time

Service 

Level
Pri

Base 

Pri

Time 

Slice

Aging 

Rang

dedicated - 2 30 60 2000 160

realtime - 2 30 60 2000 109

express - 1.5 30 70 500 109

large - 1 30 80 1000 109

small
180 

min
1 29 82 1000 109

economy - 0.5 30 140 1000 160

 

3.4 Composition of NQS

 Fig. 5 illustrates the diagram of the entire 

system. As users transmit some jobs to the 

NQS, jobs are to be stayed in each pipe and 

can be allocated by searching a batch queue in 

a proper node. Here, a Load Information 

Collection method was used as a job 

distribution way in pipe queues.

Fig. 5 Diagram of the NQS
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4. Results

4.1 Analysis of job statistics

 The statistics presented in Fig. 6 represent the 

results of the analysis of data through 

establishing an equation using following three 

factors based on the processing Log of the 

NQS. For instance, in the assumption that a 

single CPU is to be used as a single job is 

processed, the CPU processing time that is 

closed to that of elapsed job processing time 

shows a fast process in the CPU processing 

without any stops. Thus, the more approach to 

the processing factor of 1 represents the faster 

job processing. 

* Execution factor = Elapsed time / Cpu time

Fig. 6 Usage rates in each queue

5. Conclusion

 In the results of the implementation of the job 

processing through the design of the NQS and 

test of the performance of each queue, it was 

verified that the job processing was properly 

processed according to the characteristics of 

each queue.

 It also can be seen that the usage rate of the 

CPU is to be determined by more than 70% for 

applying the performance employed in each 

queue for the given jobs. It is due to the fact 

that the competitions between jobs are to be 

started at this moment through determining the 

priority of job according to the characteristics 

of queues.

 Therefore, the differentiated queue design 

according to service levels in an NEC system 

represented the almost same results from the 

implementation of various jobs.  In future 

studies, this study will focus on the distribution 

method of the node of jobs including the 

performance of the job processing in batch 

queues. 
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