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1. Introduction

Feature selection is an important data mining problem for
numerous reasons [9]. It can be used to eliminate redundant
and irrelevant features from a data set, resulting in a dimension-
ality reduction that reduces the learning time needed for in-
duction algorithms that are applied to the data set, and in many
cases also results in better (that is, more accurate) predictive
models. Careful feature selection can improve the scalability of
a data mining system as the induction is usually much faster
with fewer features. The feature selection problem involves se-
lecting a best subset of features from a finite subset and is there-
fore a discrete optimization problem. As such, any number of
well known optimization approaches can be applied to this prob-
lem and previous work has for example used mathematical program-
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ming [2], branch-and-bound [10], and evolutionary search[é].
These feature selection algorithms have been used in various
applications. Clark et al. [3] used a feature selection algorithm
for land mine detection. Evgeniou et al. {4] employed feature
selection in multimedia database search.

These and other feature selection methods can be typically
classified as either filtering methods that produce a ranking of
all features before the learning algorithm is applied or wrapper
methods that use the learning algorithm to evaluate subsets of
features. As a general rule, filtering methods are faster whereas
wrapper methods usually produce subsets that results in more
accurate models. We note that wrapper methods always fall into
the latter category. In this paper, we propose the new feature
selection methodology, which applies an optimization method
called the nested partitions (NP) method [11] and its capability
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for dealing with the mixed type of data. The new NP based
feature selection method can be implemented as both filter and
wrapper. However, a filter version of the NP based feature se-
lection algorithm, namely NP-Filter is presented in this paper.

This feature selection algorithm uses the information gain to
determine a partitioning order of features by evaluating quality
of a feature. However, if we have a data set containing con-
tinuous valued features, we have to apply an appropriate dis-
cretization method to be able to make it nominal and then apply
the information gain. Even though many discretization methods
have been introduced, it is difficult to know where boundaries
should be drawn. Thus in order to overcome this limitation and
show that the new feature selection method is very well adapted
to the mixed type of data, we assume that we do not use any
discretization method first for continuous valued features, which
means we use continuous values directly to evaluate the quality
of features. We apply two different methods in the NP-Filter
which are correlation based subset evaluator [5] and ReliefF
feature evaluator [8] in order to deal with a mixed type of fea-
tures, nominal and numerical data type. These methods will be
evaluated and compared with information gain feature evaluator
enabled by discretization using the NP-Filter for the selected
data sets. Further, we investigate whether partitioning orders by
the different feature quality evaluators may affect performances
in the NP-Filter with Naive Bayes, C4.5 and k-nearest neighbor
learners.

The remainder of the paper is organized as follows. In section
2 we introduce the new methodology. Section 3 addresses how
the NP-Filter deals with the mixed type of data. Section 4 shows
our numerical results in applying the method to the various data
domain on well known classification problems. Finally, section
5 contains some concluding remarks,

2. The models

The following notation will be used:

7" : Training data (instances).
m . Number of instances (m = |71).

A set of all features.

n : Number of features (n=[4"422)),
a 1 A specific feature (a4 49,
f i Performance measure.

f* @ Optimal Performance.
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The main component in formulating the feature sclection
problem is selecting a performance measure. Depending on how
this is done, feature selection methods may be divided into two
categories : wrappers and filters. Wrapper methods use the accu-
racy of the resulting predictive model. This is an expensive eval-
uation and only applies for supervised learning. Filtering meth-
ods, on the other hand, select features before any other learning
algorithm is applied. Thus, a different performance measure
must be specified. The NP-framework can be implemented as
either a wrapper or filter, resulting in the NP-Wrapper and
NP-Filter algorithm, respectively [11]. In this paper, we focus
a filter employing the following correlation based measure {5]:
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where % is the number of features in the set A, ;; is the
average correlation between the features in this set and the clas-
sification feature, and p; is the average correlation between
features in the set A.

The nested partitions method is a general optimization meth-
odology that can be applied to any combinatorial optimization
problems {11]. The main idea of the method is to use iterative
partitioning of the feasible region, that then creates a partitioning
tree as shown in <Figure 1>. Thus, in each iteration a subset
of the feasible region is determined to be the most promising
or most likely to contain the global optimum. This subset is
then paﬁitioned into further subsets and what remains of the
feasible region aggregated into one subset called the surrounding
regions. Each of these subsets is randomly sampled and based
on those samples a new subset is selected. If the surrounding
region is selected, the algorithm backtracks, that is, simply
moves to what was previously considered the most promising
region. This approach can be effectively applied to feature se-
lection as originally described by [11], either as a filter or a
wrapper, depending on how feature subsets are evaluated.

The key to the convergence of the NP method is the proba-
bility by which a region is selected correctly in each iteration.
A sufficient condition for asymptotic convergence is that this
probability of correct selection is bigger than one half, and to
guarantee that a minimum probability is obtained, and we can
use a two-stage sampling procedure that determines how much
random sampling effort, V{3, §}[11], is needed from each re-
gion to guarantee correct selection with probability ¢ within
an indifference zone &> 0. The two-stage sampling also allows
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<Figure 1> Partitioning Tree
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us to further analyze the convergence of the algorithm and devel-
op statements concerning the quality of the solution once max-
imum depth is reached. In particular, an expression can be de-
rived for the probability of having found sufficiently good sol-
ution the first time maximum depth is reached :
Pr{lf(4(k) - f*}<o=w @
where § > O is an indifference zone, that is a performance
value difference that is considered insignificant, and

,ll)n

=—+
(1=9)" +4"

3)

where 10 is the user selected minimum probability by which
a correct selection is made in each iteration, and n is as before
the total number of features. Sometimes it may be beneficial
to stop the algorithm early, that is, we can specify a stopping
depth d,;,,(n) < n, define the objective function on sets of fea-
ture subsets as

f(A(]f)) = maxaEA(k)f(a) 4
and equation (3) holds with ¥ replaced with
dstop(n)
v=—2" )

(1— w)dm,,(n) + wdm,, (n)

Partitioning for the feature selection problem reduces to de-
termine an order for the features and then the subregions corre-
spond to either including a feature or not including a feature.
Thus, assuming that the current most promising region is some
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Given d,y,,(n), 6, ¥ and an order all], al2],., aln] of
features
Initialize A(0) < A, k<0, A*={ } and
Loop
A, (k) — {A€ A(k); a ) E A},
Ay (k) — (A€ Ak); agq) & 4},
Ay(k) = ANA(K),
for everyset A, (k)
AL (k) —{ }, flog(k) o0, i1
loop

Aﬁ(k) < Randomly select a feature subset

iff; (k) < flest (k)
then fl,q (k) < f;(k),
Ay (k) < Aji(k)
te—i+1
until enough feature subset samples given & and ¥
j < arg min, fl,,, (k)
if j*=3 then A(k+1) — A(k—1)
else A(k+1) <—A]*(k)
k<—k+1
end

until d(A(k))=d_, (n)

stop(

<Figure 2> NP Feature Selection Pseudocode

subset A(k) C A of the entire feasible region, then this subset
is partitioned by fixing the next feature a in the order, that is,
the subsets are

A(k) ={A€A(k) : a=4) ©)

Ay (k) ={4€A(k) : az A} @)

The surrounding region is simply A,(k) = AN\ A(k). Each
of these three regions is then sampled as discussed above and
based on these samples the next most promising region is
selected. In theory, the features can be selected in an arbitrary
order, but an intelligent partitioning where features are ordered
according to their information gain performs significantly better,
and this partitioning is used in all of the numerical experiments
below. A complete description of the NP-Filteris shown in

<Figure 2>. Note that it uses a fixed number of n, samples

to evaluate each region, starts with the set A of all possible
feature subsets as the most promising region, and terminates
when the depth of the most promising region has reached max-
imum, that is, it is a singleton. We also let A* be the best
feature subset found and f* be the corresponding performance
value, which is calculated according to equation (1) above.



LIS BEH TIOIEE 8 QAME g 117

3. Feature Selection for Mixed Type of
Data

The new NP based feature selection method uses information
gain filter to determine a partitioning order of features. There-
fore, it must discretize the data if a feature consists of continuous
data. Although many discretization methods have been shown
to have good performances, this approach has a disadvantage
in that it does not use characteristics of continuous values itself,
Thus we will use two feature quality evaluators, correlation
based evaluator and ReliefF as stated in the introduction for
determining a partition order in the NP-Filter. For a correlation
based feature evaluator, we modify equation (1) which was orig-
inally developed for evaluating feature subsets [5]. It simply
calculates the correlation between feature and class, which can
be regarded as a Pearson’s correlation. ReliefF is an extended
version of RELIEF developed by [7] for estimating the quality
of features that consider interdependency between features.
Since ReliefF was developed to solve such problems, it will
be one of the feature quality evaluators adapted to handle mixed
type of features. Searching for its two nearest neighbors, one
from the same class (nearest hit) and the other from a different
class (nearest miss) given an instance, RELIEF presented in
<Figure 3> estimates qualities of features based on how well
each can separate neighbor instances from different classes by

A High value of Q[A;] has small amount of difference value
for same class instances and large amount of difference for dif-
ferent class. As stated previously, ReliefF can handle incomplete
and multi-class data. ReliefF finds one near miss t(C) for each
different class C' and calculates weighted average with the prior
probability of each class. Thus, it can estimate the capability
of features to distinguish each pair of classes regardless of which
two classes are closer to each other. Since the portion of dealing
with incomplete data in the ReliefF is somewhat related to a
feature filter, it is discussed further here. Using correlation and
ReliefF as a feature evaluator, we compare performances with
information gain evaluator in perspective of the NP-Filter with
several classifiers. The results are reported in the next section.

4. Numerical Results

In this section we present numerical results for tests whether
the NP-Filter can be adapted to handle the mixed type of data.
We used 15 data sets from the UCI Repository of machine learn-
ing databases [1]. The characteristics of these data sets are
shown in <Table 1>

<Table 1> Characteristics of the test datasets

Data Set Instance | Features Type
having different values and have the same values for neighbor lymph 148 18
instances from the same class [8]. The RELIEF randomly selects vote ) 435 16
m training instances, where mis the user-defined parameter and audiology 226 69 nor?mal
values
usually set to 10 that has been believed to perform well in many cancer 286 9
cases. kr-vs-kp 3196 36
anneal 898 38
fori=1ton hepatitis 155 19 '
i ; 20 mixed
Q[Az] =00 oredit-g 1000 values
for j=1tom hypothyroid 37172 29
randomly select an instance 7 labor 57 16
find qearest hit h and nearest miss ¢ vehicle 946 18
for i =1ton 1 214 5
Q] = QU4 I-diff (A, r, k) /m S ,
+diff ( Ay, )/m tonosphere 351 34 continuous values
segment 2310 19
<Figure 3> Pseudocode of RELIEF Algorithmi8] diabetes 768 s

In the pseudo code of RELIEF, for a discrete feature,
diff(Feature, hstancel, stance2) =0, if the values are

equal, otherwise it is 1, while for a continuous feature the differ-
ence is the actual difference normalized to the interval [0, 1].

The data sets can be categorized into three different domains
in terms of data type of features, namely discrete, mixed
(discrete and continuous) and continuous. However, all the data
sets have a nominal class feature. This experiment addresses
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the effectiveness of a feature evaluator on performances in terms
of accuracy and size using the NP-Filter for the data sets as
stated in <Table 1>, and evaluates if the evaluators perform
differently according to each domain.

Three classifiers, Naive Bayes, C4.5, and 5-nearest neighbor
are used to induce classification models with the selected
features. For simplicity, the parameter k in the k-nearest neigh-
bor learner is arbitrarily set to 5 since the number of selected
features may vary for each run. Each case is repeated 5 times,
and 10-fold cross validation averages and standard deviations
are reported. First we consider the accuracy of the models in-
duced after feature selection with three different feature eval-
uators, and second consider simplicity, that is a size of the mod-
els after feature selection is employed. Strictly speaking, the
accuracy of the Naive Bayes learner and size of selected features
reported in <Table 2> do not show a significant difference be-
tween feature evaluators. However, if we admit even small dif-
ferences, the correlation evaluator has better performances in
the discrete data set domain where 3 out of 5 data sets have
higher accuracies. Here the better performance implies higher
averaged accuracy and size.

If a tie in average of accuracy occurs, lower standard devia-
tion is better. Smaller size can be also regarded as better per-
formance with a premise where there is significant difference
in the number of selected features (size), but it does not present
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any prominent pattern on results we can notice. In mixed type
of data domain, the ReliefF shows better performances in 3 out
of 5 data sets, and correlation and ReliefF report better perform-
ances in the mixed and continuous data type domain, which
implies that capability handling a continuous value itself may
affect the results. In <Table 2>, First for the accuracy we note
that it actually improves or is no worse when we use feature
selection except just 4 data sets such as ‘audiology’, ‘lymph’,
‘anneal’, and ‘labor’. Such improvement in accuracy may or
may not occur as discussed previously, but feature dimension
reduction, real contribution of feature selection resulting in sim-
pler and easier to explain models, was accomplished.

The accuracy results for C4.5 are reported in <Table 3>.
These information gain evaluators applying entropy discretiza-
tion performs better in the discrete data domain. In that the
discrete domain does not need to employ discretization and C4.5
uses the information gain as a feature selection order criterion
in a tree composition procedure, it is not surprising that the
information gain evaluator may perform better in this domain.
In the mixed data type domain, the correlation and ReliefF meth-
ods perform better as expected in terms of accuracy. The
ReliefF performs clearly better in 4 out of 5 data sets in the
continuous data domain. For the number of selected features,
even though the ReliefF evaluator in the NP-Filter performs pret-
ty well in the discrete data domain, it does poorly in the mixed

(Table 2> Comparison of Naive Bayes with Feature Evaluators

Info. Gain Correlation ReliefF
Data Set
Accuracy Size Accuracy Size Accuracy Size
vote 93.7°+ 0.9 58+ 08 933 + 1.3 58 + 24 93.0 + 0.7 70 £ 1.0
audiology 70.1 + 23 270+ 4.0 7017+ 0.8 268 + 33 692 + 1.1 212"+ 44
cancer 739 + 0.4 54 +05 740"+ 0.3 54"+ 05 728 + 1.6 ©54+09
kr-vs-kp 86.2 + 6.0 114+ 19 857 + 4.8 112 £ 13 89.0"+ 8.3 8.8+ 3.0
lymph 834 + 1.7 110 + 1.0 845+ 1.9 98 + 1.8 835+ 1.9 108 + 1.9
anneal 851 % 1.7 120 + 2.0 834 + 8.0 12.0£1 4 862"+ 2.8 102°+ 2.9
hepatitis 853"+ 1.1 104 + 1.1 85.0 + 0.8 100"+ 0.7 83.7 + 12 114 £ 1.1
credit-g 736 + 0.8 68 + 08 748"+ 0.8 8.0+ 1.0 735 + 17 90 + 1.7
hypothyroid 944 + 03 76 + 1.5 944 + 04 74 +29 944"+ 03 46+ 13
labor 912 + 0.0 58 + 15 923 + 1.0 56+ 15 93.0"+ 0.0 72 + 26
vehicle 46.6 + 2.0 98"+ 26 469"+ 1.1 10.0 + 0.8 46.6 £ 0.7 118 £ 1.6
glass 486 + 0.0 7.0 £ 0.0 486 £ 0.0 7.0 £ 0.0 438 + 1.8 547+ 1.1
ionosphere 88.7 + 1.6 166 £ 1.5 864 + 2.1 19.0 £ 1.9 887+ 14 18.0 £ 3.2
segment 85.1 + 22 64 % 1.1 862"+ 4.0 72 + 13 819 + 42 82+ 19
diabetes 765"+ 0.6 40 £ 07 759 + 1.1 387+ 038 759 + 0.9 46 £ 09
Note : ~ implies the best performance among three evaluators.
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{Table 3> Accuracy Comparison of C4.5 with Feature Evaluators
Info. Gain Correlation
Data Set
Accuracy Size Accuracy Size Accuracy Size
vote 95.6 + 0.1 6.0 + 0.7 95.5 + 0.2 58 08 956"+ 0.0 527+ 13
audiology 753 + 4.0 274 + 17 73.0 + 47 252 %22 762+ 13 230+ 3.6
cancer 746 + 1.1 58+ 1.1 743 £ 09 58+ 13 732 + 28 527+ 0.8
kr-vs-kp 933+ 14 110 + 32 91.2 £ 42 118 £ 28 92.0 + 42 104" % 25
lymph 7927+ 05 108 + 1.9 768 + 2.9 106 + 1.8 769 + 3.7 8.6 + 1.9
anneal 96.6+ 2.0 1247+ 18 971 £ 1.0 13.0 £ 2.1 97.7° + 0.4 128 + 11
hepatitis 79.6"= 0.9 106 = 1.1 792 + 1.0 94"+ 0.5 789 + 1.9 116 £ 09
credit-g 742+ 12 62"+ 13 742"+ 09 68 + 1.3 727+ 08 8.0 + 26
hypothyroid 97.0 £ 0.4 58 + 22 97.3" £ 0.6 53+19 972 + 0.7 48+ 19
labor 84.9 + 23 62+ 1.5 83.9 £ 1.5 74+ 11 849+ 1.6 66+ 19
vehicle 69.1 + 1.8 100 + 1.0 69.8 + 1.6 9.8 + 1.3 7.7+ 23 110 + 24
glass 673 + 0.0 70 + 0.0 678 + 1.0 6.8 + 0.4 678+ 13 6.6+ 0.5
ionosphere 893 + 1.6 178 23 89.2 + 1.4 166 = 1.5 90.7°+ 1.0 168 + 1.1
segment 96.6 + 0.3 82+ 13 96.6"% 0.1 94 + 0.5 964 + 0.2 48 = 08
diabetes 75.1 £ 02 347+ 05 753 + 0.6 44 £05 7537+ 0.1 34 £ 09
<Table 4> Accuracy Comparison of 5-Nearest Neighbor with Feature Evaluators
Info. Gain Correlation
Data Set
Accuracy Size Accuracy Size Accuracy Size
vote 943 + 14 62"+ 1.5 947" £ 1.0 70 + 2.5 94.6 + 0.9 72 £ 08
audiology 683 + 2.1 248 + 3.8 643 + 1.4 242 + 8.7 66.7 + 44 200" £ 1.7
cancer 71.3 £ 0.0 54 +£05 72715 50" 0.7 748" £ 1.0 50 £ 19
kr-vs-kp 89.9 = 6.5 110 £ 29 894 £ 57 110" + 24 919" £ 538 112 £ 26
lymph 835 = 0.8 108 + 1.8 81.1 + 1.7 92" + 1.5 819 + 23 102 + 15
anneal 97.0" £ 0.9 126 £ 0.9 962 + 1.0 150 £ 4.0 95.1 + 1.5 116" % 3.0
hepatitis 83.6° = 1.1 102 £ 1.3 830 + 1.9 100" + 07 834 + 14 106 + 2.1
credit-g 723 £ 06 78 £ 13 733" £ 1.0 58 +13 7.8 + 1.2 88 + 21
hypothyroid 964" £ 1.5 54" 25 95.5 + 0.8 64 £ 2.5 952 + 0.9 6.4 + 1.7
labor 888 + 1.6 78 + 1.1 89.8 23 66+ 1.9 905" + 1.6 66 + 1.1
vehicle 62.1 + 3.7 100"+ 14 63.0 £ 23 108 + 0.8 654" =33 116 + 1.1
glass 722"+ 04 68 + 04 72.0 £ 0.0 7.0 £ 0.0 712 + 08 64" £ 05
ionosphere 873" + 1.0 176 + 30 868 + 1.9 168 + 1.8 86.3 + 1.0 18.0 £ 1.0
segment 954 £ 02 72+ 04 95.7 + 0.4 8.0 + 1.4 958" + 0.2 60" + 1.0
diabetes 732 + 0.4 3.6+ 0.5 73.9 £ 0.5 42 £ 038 744" £ 09 42 £ 1.1

data domain. Accuracies of 5-nearest neighbor in <Table 4>
have similar pattern as those of the previous two results.

5 Conclusions

The major contribution of this paper is that the new approach

with an optimization framework can guarantee a near optimal

solution within a certain distance and a given probability after

a finite time stopping criterion is satisfied. Further we showed
that the NP-Filter is capable of handling the mixed type of data.
With regard to the accuracy, the information gain evaluator with

entropy discretization performs a little better in the discrete data

domain. On the other hand, the ReliefF presents better perform-
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ances in the continuous data domain. In the mixed type data
domain, any evaluator did not show conspicuously better results.
However we achieved significant reduction on feature dimension.
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