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Area-Power Trade-Offs for Flexible Filtering in
Green Radios
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Abstract: The energy efficiency of wireless infrastructure and ter-
minals has been drawing renewed attention of late, due to their
significant environmental cost. Emerging green communication
paradigms such as cognitive radios, are also imposing the addi-
tional requirement of flexibility. This dual requirement of energy
efficiency and flexibility poses new design challenges for imple-
menting radio functional blocks. This paper focuses on the area
vs. power trade-offs for the type of channel filters that are required
in the digital frontend of a flexible, energy-efficient radio. In tra-
ditional CMOS circuits, increased area was traded for reduced dy-
namic power consumption. With leakage power emerging as the
dominant mode of power consumption in nanoscale CMOS, these
trade-offs must be revisited due to the strong correlation between
area and leakage power. The current work discusses how the in-
creased timing slacks obtained by increasing the parallelism can be
exploited for overall power reduction even in nanoscale circuits. In
this context the paper introduces the notion of ‘area efficiency’ and
a metric for evaluating it. The proposed metric has also been used
to compare the area efficiencies of different classes of time-shared
filters.

Index Terms: Channelization, cognitive radios, finite impulse re-
sponse (FIR) filters, green radios, nanoscale complementary metal
oxide semiconductor (CMOS).

I. INTRODUCTION

There is a growing awareness and consensus about the fact
that, the issues of energy efficiency and climate change are
closely intertwined. Hence, tackling the latter problem cannot
be achieved without first resolving the issue of energy effi-
ciency. The information and communication technologies in-
frastructure currently contributes to nearly 3% of the total en-
ergy consumption, and the contribution is expected to double
every five years [1]. Mobile telephony in particular is emerging
as one of the major areas of focus for reducing the overall energy
budget, due to the exponential rate at which the wireless indus-
try has been increasing its customer base. These observations
are stimulating an interest in ‘green radios,” which is the name
given to the growing body of research on energy efficiency in
wireless networks [2]. The operational carbon footprint of the
cellular infrastructure is much higher than that of mobile ter-
minals [2], [3]. For mobile terminals, the energy efficiency is
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strongly linked to usability and battery life. From an environ-
mental perspective, energy efficiency in terminals is important,
because of the serious problem posed by toxic elements in the
discarded batteries [4]. The sheer number of mobile terminals
can translate to a significant amount of battery pollution. The
primary focus in developing the wireless infrastructure has al-
ways been on spectral efficiency and capacity, not on energy ef-
ficiency. Minimizing the energy consumption of the entire wire-
less network requires a concerted effort at the various levels of
the networking hierarchy, from low-power hardware in the in-
frastructure and terminals, to novel energy-aware communica-
tion paradigms.

The demand for increased bandwidth and value added wire-
less services is insatiable. A frequency spectrum is a scarce re-
source, and the need for increasing spectral efficiency neces-
sitates the use of signal processing algorithms of dramatically
increased algorithmic complexity [5]. The increase in algorith-
mic complexity has been accompanied by a growing demand for
flexibility. New communication paradigms such as cognitive ra-
dios [6] and symbiotic networks [7] use a cooperative spectrum-
sharing model to make more efficient use of the available spec-
trum. These paradigms also require the underlying hardware to
operate in a heterogeneous wireless environment, which neces-
sitates that the hardware be highly flexible. Flexibility along
with spectrum awareness can be used for jointly targeting both
spectrum and energy efficiency [8], [9]; hence, these paradigms
can be considered within the ambit of green radios.

From the perspective of radio hardware design, there has been
an increasing trend to push a significant portion of the radio sig-
nal processing load into the digital domain. The digital domain
has the advantages of easier reprogrammability and, more ma-
ture power optimization strategies. These trends suggest that the
power consumption of functional blocks in the digital baseband
is an important target for system-level power optimization of
wireless infrastructure and terminals. This paper focuses on the
problem of flexible filtering, which is required for channel selec-
tion in the digital frontend of flexible radio terminals. Flexibility
necessitates the use of generic programmable multiply and accu-
mulate (MAC) units, which have a large area overhead. Hence,
one of the important architectural-level design parameters is the
number of MAC units that must be instantiated in the design. At
one extreme, each filter tap can be associated with its own ded-
icated hardware multiplier; at the other extreme, all the MAC
operations can be multiplexed on to a single MAC unit. The op-
timum parallelism vs. power tradeoff is strongly coupled to the
underlying technology. The complementary metal oxide semi-
conductor (CMOS) has been the technology of choice for imple-
menting integrated circuits in the digital baseband. In higher de-
vice geometries, the power consumption of CMOS technologies
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was dominated by dynamic or switching power, with a quadratic
dependence on the supply voltage. Parallelism is generally used
to trade increased area for increased timing slacks in the criti-
cal path. In higher device geometries, the relaxed performance
requirements with increased parallelism was exploited for low-
ering the supply and threshold voltages. This resulted in a slower
circuit with a significantly lower level dynamic power. However,
leakage power has started overtaking the dynamic power com-
ponent in nanoscale CMOS technologies. The leakage power
consumption is strongly correlated to the total number of leak-
ing transistors [10], and hence, the area. This correlation re-
quires the traditional architectural level area-power trade-offs
and the viability of parallelism as a power reduction strategy
to be reexamined for smaller geometries. The contribution of
this paper is twofold. Firstly, it offers some insights, into how
the timing slack offered by increased parallelism can be used to
reduce the overall power consumption, even in nanoscale tech-
nologies. Secondly it introduces the notion of ‘area efficiency’
which is a measure of the efficiency with which area can be
traded for timing slack in a fixed throughput system. The notion
of area efficiency is illustrated with a case study of alternate im-
plementations of finite impulse response (FIR) filters, which are
required for flexible channel selection in the digital frontend.

The paper is organized as follows: Section II highlights the
need for flexibility in the channel filters of emerging communi-
cation paradigms. Section III gives an overview of the CMOS
power consumption components and their dependency on vari-
ous device-level and circuit-level parameters. Section IV shows
how a trade-off between areca and increased timing slack can
be used reducing the individual power consumption compo-
nents. Section V introduces the notion of area efficiency and
demonstrates it with different classes of FIR filters. Section VI
offers the conclusion and proposed future work.

II. FLEXIBLE FILTERING FOR CHANNEL
SELECTION IN EMERGING COMMUNICATION
PARADIGMS

Spectrum aware communication paradigms like cognitive ra-
dios originally aimed to increase spectral capacity by making
more efficient use of the spectrum; however knowledge of the
spectrum can also be translated into reduced energy consump-
tion [8], [9]. The cognitive radio equipment needs to sense the
spectrum over multiple bands, in order to detect the presence of
standards with varying channel bandwidth. It uses vacant chan-
nels in a shared spectrum to receive and transmit data. Hence
the bandwidth and interference attenuation requirement of the
channel selection filters can vary over time. This type of sce-
nario is illustrated in Fig. 1, where P;, P, and P indicate three
different sensing periods. The radio analyzes the spectrum for
channels of different bandwidths in the different sensing pe-
riods. Besides opportunistic spectrum sharing, similar require-
ments of flexibility exist in paradigms such as 4G [11], which
require the radio to operate in a heterogeneous, multistandard
environment. This requirement in turn imposes a requirement of
flexibility on the channel selection filters and filter banks. One
potential usage scenario of a flexible, spectrum-aware/energy-
aware radio, could be a vertical handover from an universal mo-
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bile telecommunications system (UMTS) network to a global
system for mobile communication (GSM) network, whenever
free GSM channels are available. This could reduce the energy
consumption of the battery.

Channel filters extract the channel of interest from a digitized
wideband signal from an analog-to-digital converter (ADC). As
shown in Fig. 2, pushing the fine channel selection load to the
digital domain results in a very coarse band being selected by
analog frontend.

The output of the ADC may comprise of unwanted interferers,
blockers, and quantization noise, all of which must be removed
by the channel filter, before the signal can be fed to the sub-
sequent baseband blocks. In a multistandard system, the chan-
nel bandwidth, the interferer location and the interferer power
levels can vary over time. Hence, the coefficient set and the
filter lengths must be variable to provide multistandard sup-
port. Channel selection is traditionally performed by FIR filters
due to the relative ease of providing a linear phase and stabil-
ity. FIR channel filters are computationally intensive, due to the
large number of MAC operations required. The sheer number
of MAC operations per second places it beyond the computa-
tional capabilities of generic digital signal processors. Instead,
the function must be performed with a dedicated hardware ac-
celerator. Accelerators use a spatial computation style, whereas
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processors use a temporal computation style. The requirements
of flexibility and reprogrammability, however, preclude the use
of constant cocfficient filter optimizations such as common sub
expression elimination and graph dependency algorithms, that
are traditionally used to reduce the complexity of spatial imple-
mentations of a constant coefficient FIR filter. These behavioral
optimizations significantly reduce the arithmetic complexity by
reducing the multiply operations to a set of shift and add opera-
tions {12], [13]. Programmability necessitates the use of generic
programmable MAC units.

Because generic MAC units have a significant area overhead,
the FIR filter can be implemented as a time-shared filter, where
multiple coefficient multiplications are mapped to each MAC
unit [14], [15]. Time-shared filters are more flexible because
they allow multiple filter lengths to be folded onto the same
folding set. The use of a random access memory or a register
file for storing the coefficients in the time-shared filter, allows
them to be updated at runtime. The control logic is usually a
simple counter, whose control word can be updated for support-
ing multiple filter lengths.

In any particular mode of operation, the throughput require-
ments of the channel filter are fixed. In such a scenario, the
area overhead due to the increased number of MAC units can
be traded for the reduced frequency of operation and increased
timing slack in the critical paths. In higher geometries supply
and threshold voltage were lowered for exploiting the timing
slacks and reducing the dynamic power consumption. However,
lowering the threshold voltage has the effect of exponentially
increasing the subthreshold leakage power, which is one of the
dominant power consumption mechanisms in nanoscale CMOS
circuits. Parallelism results in increased area and increased num-
ber of leaking transistors. Hence it remains to be seen whether,
the relaxed performance requirements of the MAC units with
increased parallelism can be translated into lower power con-
sumption in nanoscale CMOS technologies.

III. POWER CONSUMPTION IN NANOSCALE CMOS
TECHNOLOGIES

The evolution of CMOS technologies has more or less fol-
lowed Moore’s law which predicts that the density of transis-
tors would double, every 24 months [16]. For that to happen,
the device dimensions would need to be scaled by a factor of
0.7 in each successive generation. In the constant field scaling
regime, the lateral and vertical device dimensions, the supply
voltage and the threshold voltage are all scaled by a factor of 0.7,
whereas the doping density is scaled by a factor of 1/0.7. This
degree of scaling enables the magnitude of the electric field in
the gate oxide and the MOSFET inversion channel to remain
more or less unchanged. The main attraction of technology scal-
ing lies in the fact that both the delay and the capacitance are
scaled by a factor of 0.7. Hence the maximum operating fre-
quency of the transistors is increased by about 43% while the
scaled capacitance and supply voltage reduce the switching en-
ergy by a factor of 0.73 for each generation [17].

For more than three decades, aggressive constant field scal-
ing has led to increased performance, reduced dynamic power
consumption and increased transistor density. However, con-
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tinued scaling has become unsustainable in the nanoscale era
due to the increased role of leakage power. In higher device
geometries, leakage was considered negligible in comparison
to dynamic power, and was an important consideration only
for portable battery-powered devices, which spent a significant
amount of time in the standby mode. Active power consumption
was always dominated by dynamic power. However, the leakage
power contribution exceeds the dynamic power consumption in
the sub-65nm geometries. This behavior can be attributed to two
main factors. Firstly, scaling of the supply voltages means that
the threshold voltage must also be scaled down to maintain the
gate overdrive. Reducing the threshold voltage causes an expo-
nential increase in the subthreshold leakage current [18]. Sec-
ondly, scaling of the silicon dioxide gate oxide causes the gate
and the channel to be separated by the thickness of just a few
atoms, and this effect tremendously increases the gate tunnel-
ing currents. The cumulative effect of these two currents has re-
sulted in the leakage power overtaking the dynamic power as the
dominant source of power consumption in nanoscale CMOS cir-
cuits. Fig. 3 shows the relative contribution of the major power
consumption components over the years [10]. The nanoscale
CMOS power consumption components are discussed in more
detail below.

A. Subthreshold Leakage Power

The subthreshold leakage current, shown in Fig. 4, refers to
the drain-to-source current that flows when the gate-to-source
voltage, Vg, of the transistor is below the threshold volt-
age. Under this condition, the transistor is said to be in a weak
inversion mode. The current in the weak inversion mode is dom-
inated by the diffusion current, rather than the drift current
which dominates the drain-to-source current in a strong inver-
sion mode. This behavior can be attributed to the low concen-
tration of minority carriers and the smaller longitudinal electric
fields.

In long channel transistors, electrons are attracted to the chan-
nel from a highly doped source, under the effect of a posi-
tive gate voltage. With increased scaling of the channel length,
the drain and source depletion regions are very close to each
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other. This close proximity causes the electrons in the source to
be pulled into the channel under the effect of the drain electric
field. Hence, in short channel transistors, the drain bias, Vg, in-
fluences the channel formation in as well as the gate voltage. The
resultant lowering of the potential barrier for electrons in the
source to enter the channel, reduces the threshold voltage, and
the effect is called drain-induced barrier lowering (DIBL) [18].

Another important factor that affects the threshold voltage is
the source-body bias. For a MOSFET to function properly, both
the source-body p-n junctions and the drain-body p-n junctions
have to be reverse biased. Electrons are attracted to the channel
from the source, whenever the channel depletion width is com-
parable to that of the source-body depletion width. At this point,
the electrostatic potential of the channel surface is equal to that
of the source region. Increasing the magnitude of the reverse-
biased source-to-body voltage Vgp, results in the widening of
the source-body depletion region. Consequently, an increased
gate voltage must be applied to further increase the channel de-
pletion width. The dependence of the threshold voltage, V}p, on
the body bias, Vg, is modeled as follows [18]:

V2€5igNA(2¥5 + Vip)

Vi = Vrp + 29y +
Cox

1)

“where Vpp is the flatband voltage, N4 is the doping density,
C,; is the gate oxide capacitance per unit area, and g is the
difference between the Fermi potential and substrate intrinsic
potential. The cumulative effect of DIBL and body bias can be
incorporated into (1) as follows [18]:

2€5;qN 4(2 + V
VchVFB+2¢B+\/€q AéwB rB)
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where 7 is the DIBL coefficient. When the body bias and DIBL

are taken into consideration, the substrate leakage power can be
modeled as follows [18], [19]:

Vas — Vi —Vbs
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where D is given as:

w
D= uocmf(m — 12 4)
Vpp is the supply voltage, m is the body effect coefficient, vr
is the thermal voltage, p is the zero bias mobility, W is the gate
width and L is the gate length. The body effect coefficient, m,
is expressed as (5):

3T0x

=1
m +de

(5)
where Wy, is the maximum depletion layer width, while T, is
the SiO, gate oxide thickness. The equation (3) indicates an ex-
ponential relation between the subthreshold leakage power and
the threshold voltage.

B. Gate Leakage Power

In an n-channel transistor, the n+ doped polycrystalline sili-
con gate is separated from the n-type channel by an insulating
layer of silicon dioxide (SiOz), which is assumed to have infi-
nite impedance. However, aggressive scaling has resulted in a
gate oxide approaching a thickness of approximately 1.2 nm or,
equivalently, 5 silicon atoms. At this thickness, the electrons can
directly tunnel through an extremely narrow potential barrier,
resulting in gate leakage currents [18], [20]. A reverse situation
exists in the off state Vgs = 0, Vps = Vpp), when the elec-
trons in the n+ polycrystalline gate tunnel directly into the drain
extension regions. Fig. 4 shows both the mechanisms. Similar
hole tunneling currents also exist in p-channel transistors. The
power consumption due to the direct tunneling gate leakage cur-
rent can be modeled as follows [21], [22]:

1.5
Vou
Voo } 1—(1' )
Pyate=AVppWL (T )exp ~Bl—222 1| ®

oxr

where ¢ is the barrier height, V,; is the voltage drop across
the gate oxide and the constants A and B are functions of the
effective carrier mass and the barrier height ¢ 5. A closed-form
expression for V,, in terms of the gate voltage, the Fermi level
and the flatband voltage can be found in [21]. The expression
(6) shows that the gate leakage power has an exponential depen-
dence on the supply voltage and the thickness of the gate oxide.

C. Dynamic Power

Dynamic power consumption occurs when switching activ-
ity induces charging and discharging of capacitive nodes. The
switching activity comprises the useful activity that is neces-
sary for evaluating a particular output and the spurious switch-
ing activity that a node may experience, before settling into a
steady state value. The load capacitance typically includes both
parasitic transistor capacitance and interconnect capacitance. In
scaled technologies, the latter component has started dominat-
ing due to the non-scaling of the interconnect capacitance. The
dynamic power consumption can be expressed as follows [23]:

Payn = ayCrVAp fon (7
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where Cr stands for the total capacitive load, « is the fraction
of capacitive nodes that are switching, and f.;, is the clock fre-
quency. The expression (7) reveals a quadratic dependence on
the supply voltage.

1IV. TRADING AREA FOR LOWER POWER
CONSUMPTION

A. Traditional Architecture-Driven Vi p [Vyy, Scaling

The delay of a CMOS gate is determined by the time taken
to charge and discharge the capacitive nodes, and that time de-
pends on the saturation current. The saturation current is in turn
strongly dependent on the supply voltage, Vpp, and the thresh-
old voltage, V;;,. The dependence of the gate delay on these pa-
rameters can be given by the alpha-power law MOSFET model
[24] as shown in (8)

_ KpVpp
(Vbp — Vin)“®

where K p is a fitting parameter and « is the velocity saturation
term, which is equal to 1.5 in short channel transistors {24].

In higher device geometries, dynamic power consumption is
the predominant mode of active power dissipation; the other
components are negligible. The quadratic dependence of supply
voltage on dynamic power makes supply voltage scaling an at-
tractive option. The reduction in the gate overdrive can be partly
offset by lowering the threshold voltage which enables the sup-
ply voltage to be scaled over a wider range. This dual scaling of
both supply and threshold voltages yields greater reductions in
the dynamic power, than possible by scaling the supply voltage
alone. Traditional architecture-driven voltage scaling techniques
in a fixed throughput system use parallelism to trade area for a
lower operating frequency of the datapath operators [21]. The
increased timing slack produced in the critical paths by the re-
duced internal cycle period, increases the room available for
Vop/Vin scaling. The physical capacitance term, Cyp, in (6),
undergoes a linear increase due to increased parallelism. How-
ever this increase is easily compensated by the quadratic reduc-
tion that stems from the lower supply voltage.

Tpq (8)

B. Exploitation of Timing Slack in Nanoscale CMOS

This section discusses how the timing slacks produced by in-
creased parallelism can be used to reduce the total power con-
sumption even in nanoscale CMOS circuits. This reduction is
achieved by suitably manipulating the gate oxide thickness, the
body bias and the supply voltage. The traditional architecture-
driven Vpp/V;, scaling model faces some serious bottlenecks
in nanoscale technologies. A reduction in the supply voltage
causes a quadratic reduction in the dynamic power and an expo-
nential reduction in gate leakage; however lowering the thresh-
old voltage causes an exponential increase in the subthreshold
leakage current. Both the gate leakage and the subthreshold
leakage are also linearly dependent on the gate width. Hence
the total leakage power consumption is strongly correlated with
the total gate width and area [10]. The total physical capaci-
tance term, C'p, in (6) is also strongly correlated with the total
area. Hence, the power reduction strategy should ensure that the
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potential gains from the increased parallelism are not offset by
the area overheads.

Expression (5) indicates that an exponential reduction in gate
leakage power can be obtained by either reducing Vpp or in-
creasing 7,... The gate oxide capacitance per unit area, Co,, can
be expressed in terms of T, as follows:

Coar: = an:/Toa: (9)

where ¢,,, is the permittivity of the gate oxide. The expression
for the threshold voltage in (2), can be reformulated using (9) as
shown below.

J 5% N, Vv, ;
where
V' = Vpp + 2¢p — nVps. ¢)))

When T, is increased, the threshold voltage increases, result-
ing in an exponential reduction in subthreshold leakage. Increas-
ing the gate oxide thickness reduces the gate capacitance, which
in turn reduces the dynamic power consumption. Increased 7,
also causes an exponential redcution in the gate leakage power.
The underlying idea of using thicker gate oxides to reduce the
leakage currents has been used in a multiple oxide CMOS pro-
cess [25]. In that process, the non-critical paths are implemented
using low performance, high T, transistors whereas the criti-
cal paths are implemented by using high speed transistors with
a lower T,,. When the number of critical paths is much lower
than that of the non-critical paths, this technique significantly re-
duces the leakage power consumption. However, the drawback
of the technique is that, it requires a complicated technologi-
cal process for fabrication. The threshold voltage, V4, increases
linearly with T, as indicated in (10). Increasing the oxide thick-
ness has the unwanted side-effect of increasing the short chan-
nel effects caused by the reduced aspect ratio. The aspect ratio
is directly proportional to the channel length, L, and inversely
proportional to Tolm/ % [18]. Hence, maintaining the aspect ratio
requires an increase in the length of the channel, when the thick-
ness of the gate oxide is increased. When supply voltages are
also simultaneously scaled down, the room available for vary-
ing the oxide thickness is however limited due to the rapidly
increasing gate delay, as indicated by (8) and (10). As discussed
below, this problem can be redressed by a combination of archi-
tectural level and device level power optimization strategies.
Note that the expression for the threshold voltage is also a
function of the body bias. In n-channel transistors, reverse body
bias occurs when Vgp > 0. Reverse-body bias has been used
as a standby leakage reduction strategy for fast transistors with
a high leakage current. The increased source-body depletion
width under this condition, yields an increased threshold voltage
and, hence, reduced subthreshold current in standby modes. Re-
moving the reverse body bias allows the circuit to have a high
performance in the active mode. However, this strategy provides
diminishing returns in scaled technologies in which, a higher
gate oxide capacitance C,,; and lower doping density N, have
resulted in a weakened body effect. Reverse body bias also re-
sults in increasing the drain-body depletion width, aggravating
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the short channel effects which in turn lower the threshold volt-
age [26]. This method also ensures reduction of only the sub-
threshold leakage, and not the gate leakage component, which
is significant in aggressively scaled geometries.

A forward body bias for n-channel transistors occurs when
Vsp < 0. It can be used as an alternate leakage reduction strat-
egy in which the performance of nominally high V;; devices,
with a low standby leakage power can be improved when a
forward body bias is applied in the active mode. One impor-
tant advantage of this technique is that it can scale well into
lower geometries because of reduced short channel effects un-
der the forward body biased condition [27]. The threshold volt-
age is also more sensitive to a fprward bias voltage. The appli-
cation of a forward body bias allows the gate oxide thickness to
be increased further, while maintaining a given threshold volt-
age. However, the magnitude of the applicable forward bias is
limited to around 600 mV due to the need for maintaining a re-
verse bias at the drain-body and source-body p-n junctions of
the MOSFET.

An increased parallelism lowers the circuit’s frequency of op-
eration and relaxes the performance requirements. The com-
bined use of forward body bias and increased parallelism now
allows the whole circuit to be implemented using a thicker gate
oxide, than would have been possible with only either of the
methods. Note that the focus here is to exploit power optimiza-
tion strategies at both architectural and physical design levels,
in order to allow the entire circuit to be implemented with a
thicker gate oxide and not just the non-critical paths, as is the
case with a multiple oxide process. Hence, these strategies re-
duce the leakage and dynamic power consumption components
without having to resort to an advanced CMOS process. The
lower supply voltage and higher threshold voltage produce an
exponential reduction in subthreshold and gate leakage currents,
and a quadratic reduction in dynamic power. These effects com-
pensate the near linear increase in leakage power and dynamic
power due to increased area.

The problem of deriving the optimum supply and threshold
voltages for the purpose of minimizing the overall power can
be framed as follows: Assume that, for a given degree of par-
allelism in a fixed throughput system, the internal cycle period
of the datapath operators is 7. Let Tp be the propagation de-
lay of the operator for the nominal supply and threshold volt-
ages. The available timing slack for Vpp /V}y, optimization is
given by (T — T'p). If off state conditions are assumed for sub-
threshold leakage (Vs = 0, Vps = Vpp, Vpp/vr — 0), the
subthreshold power consumption, can be given as:

-V

—th
b = DVBpe™r. (12)
The total power consumption can now be given as:
Py = Ps/ub + den + Pgate- (13)

Let Viyax be the maximum permissible forward bias voltage
(Vs = —Vpax). Substituting Vpg = Vpp in (10), the gate
oxide thickness, T, can be expressed in terms of the threshold
voltage as follows:

(Vin = Ve —2¢B +1VDD) €0

Toz =
\/25$in.4 (2¢B - Vmaac)

(14)

The closed-form expression for V,,; in [21] can be used to ex-
press V,, in terms of Vpp by assuming the on-state condition,
Vas = Vpp. When (5) and (13) are used, the total power con-
sumption, P, can be completely expressed in terms of the
two variable parameters: Namely, the supply voltage, Vpp, and
the threshold voltage, V. The minimization of the total power
consumption can now be treated as a constrained optimization
problem [28] in which, the objective is to find the optimum
(Vbp, Vin) pair which minimizes the total power, subject to the
following constraint:

KpVpp

2 = < T — AT,
(Vbp —Vin) — © “

(15)
where AT is a safety margin introduced to accommodate
threshold voltage variations. Additional constraints can be im-
posed on the basis of practical and technological limits of
the supply and threshold voltage. With (14) the optimum
(Vbp, Vi) pair can be used to evaluate the gate oxide thick-
ness. The use of the maximum permissible forward bias voltage,
Vinas, €nsures that the maximum possible oxide thickness is ob-
tained for a given (Vpp, Vip,) pair. The transmission protocols
used by the infrastructure might use some built in standby peri-
ods, during which some of the accelerator cores may be powered
down. For these intervals, the subthreshold leakage power con-

sumption can be reduced further by removing the forward body
bias (VSB = 0)

V. AREA EFFICIENCY OF TIME-SHARED FIR
FILTERS

The last section proposed a physical design strategy to mini-
mize the total power consumption, for a given degree of paral-
lelism and a given timing slack. The use of parallelism for in-
creasing the available timing slack incurs an area penalty. Find-
ing a suitable architectural-level structure, that offers a large in-
crease in timing slack for a small increase in area is still an open
problem. All the three major power components in nanoscale
CMOS, show a near-linear dependence on the area. The physi-
cal design level power minimization strategy, discussed in the
last section, depends strongly on the amount of timing slack
that can be obtained by increasing the area. Aggressive scaling
brings the supply and threshold voltages closer to each other. In
Fig. 5, the normalized delay, Vop/(Vpp — Virn)'®, is plotied
against the Vi, where Vpp = 1V and Vpp = 09 V. It
can be seen that when the V};, approaches Vpp, the delay curve
climbs steeply. This behavior implies that even a small change
in Vi, causes a large increase in delay. The use of parallelism
in this region incurs a large area penalty. Hence, one important
architectural-level design parameter, for using parallelism in
scaled technologies is the efficiency with which a parallel ar-
chitecture trades area for timing slack.

One potential figure of merit that could be used for measur-
ing the area efficiency of a fixed throughput system is the area-
frequency (AF’) product. The term ‘area’ here refers to the total
area of the datapath and the memory; the term ‘frequency’ refers
to their internal operating frequency of the datapath operators. In
contrast to an architecture that has a higher AF product and a
comparable area, an architecture with a lower area-frequency
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Fig. 5. Normalized delay as a function of the threshold voltage.

product has a lower operating frequency and, hence, increased
cycle period. The increased cycle period helps increase the tim-
ing slack, which in turn provides more room for lowering the
supply voltage and increasing the threshold voltage. The area
efficiency in terms of the AF product is compared below, for
different classes of time-shared filters.

A time-shared FIR filter structure can be derived by folding
a direct form FIR filer structure or a transpose direct form filter
structure onto a limited set of MAC units. An alternative strat-
egy presented by us in [29], would be to use a fast filter algo-
rithm (FFA) structure, as a starting point, for the construction
the time-shared filter. FFAs [30], [31] work on the principle of
algorithmic strength reduction; that is, they reduce the number
of expensive MAC operations at the cost of increased add opera-
tions. The following analysis shows how the reduced number of
MAC operations in FFA-based time-shared filters, can be used
to reduce the operating frequency and increase the available tim-
ing slack. These results are shown to be favorable, in comparison
to a folded direct form filter with a comparable area.

Let the term, T'p, be the critical path delay of a MAC unit
for the nominal supply and threshold voltages. Consider a di-
rect form filter of length N, folded onto M MAC units. M is
assumed to be much smaller than N and NV is assumed to be a
multiple of M for simplicity. If the throughput requirement of
the filter is f., the operating frequency of each MAC can be
given by N f.;./M, and the timing slack in the system can be
given by (Ip — M/N f.). Furthermore if the area cost of a
coefficient register is A,, the coefficient storage area overhead
for each filter tap can be given by N A,./M. Let the area cost
of each MAC unit be A,,,. The AF product of the folded direct
form filter can be given as:

M M
NzArfclk
i .

A= M x (4, + B ) Hocdee

= Ap N for + (16)

FFA structures are a special class of parallel FIR filter struc-
tures. A K-parallel FIR structure, which corresponds to an N
tap FIR filter, is a block processing structure that processes K
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Hg+H, e
v(2k+1)
x{(2k+1)
H;
Fig. 6. 2x2 FFA.

Table 1. FFA parameters.

K | Sk | Ak
203 4

3 6 10
419 20
5112 40
6 18 | 42
8 127 | 76

inputs in parallel and produces K outputs. This structure has
K? subfilters, each of length N/K (where N is assumed to be
a multiple of K for simplicity). When multiple inputs are pro-
cessed in parallel significant redundancies exist across the sub-
filters. This phenomenon is used by the FFA structures to reduce
the number of subfilters. A K-by-K FFA (K x K FFA) has Sk
subfilters, where Sk is typically much smaller than K2, and
each subfilter is of length N/K. This reduction comes at the
expense of Ay preprocessing/postprocessing adders. Fig. 6 il-
lustrtaes the general FFA structure through an example of the
simplest FFA, namely the 2x2 FFA.

The general FFA structure consists of regular FIR subfil-
ters and a highly irregular preprocessing/postprocessing addi-
tion network. The subfilters are either a polyphase component
of the original filter, or an additive combination of different
polyphase components. The time-shared filters in [29] are ob-
tained by folding each of the regular subfilters of a base FFA
filter, onto a set of L MAC units; at the same time the irregular
preprocessing/postprocessing addition network data flow graph
is directly mapped onto the hardware. This method exploits the
regularity of the FIR subfilters for a lower control overheads;
it also takes advantage of the algorithmic strength reduction of
FFAs. With a throughput requirement of f.;;, the input sam-
ple rate for each subfilter is fo/ K. Each of the subfilters is of
length, N/ K. If each subfilter is folded onto L MAC units, the
operating rate of each MAC unit is N f.; /K2 L. The coefficient
storage area overhead per filter tap in this structure can be given
N A, /K L. The preprocessing/postprocessing addition network
operates at a rate of fu/K. The lower bound on the timing
slack in the system and, hence, the bottleneck for Vpp /Vy, scal-
ing, is still determined by the time multiplexed MAC units. The
total number of MAC units is given by M = Sk L. Given that
the area cost of a word length adder is A4, the AF product can
be given as

(7

B SgNA-\ N for
AFppa = (SKLAm+AKAd+ K ) K2
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Table 2. MAC, adder and register area.

Circuit Gate count
MAC (An) 2098
Adder (4,4) 223

| Register (4,) | 85 |

Table 3. Area comparison for different time-shared filters (N=36).

. MAC | Coefficient | Pre/Post | Gate
Filter . .
units registers adders count
9 MAC
DFF 9 36 0 21,942
9 MAC
%2 FFA 9 54 4 24,364
9 MAC
A4 FFA 9 81 20 30,227

Table 1 lists the different tabulated values of Sz and A [31].

To estimate the values of A,,, A4, and A, a 16 bit register, a
32 bit adder circuit, and a MAC circuit comprising of a 16x16
bit muitiplier and a 32 bit adder-accumulator were synthesized
using a TSMC 0.18 pm process. The Synopsys Design Com-
piler was used to estimate the cell area A4,,,, Ay, and A, respec-
tively. Table 2 shows the area in terms of the gate count. These
results were obtained by normalizing the area values by the cell
area of a two input NAND gate of the same library.

The area of the operators obtained above can be used to es-
timate the datapath and memory area of three alternative time-
shared implementations of a /V tap FIR fiiter: A direct form filter
(DFF) folded onto 9 MAC units (M = 9), a 9 MAC-based 2x2
FFA structure (K = 2, S5 = 3, L = 3), and a 9 MAC-based
4x4 FFA structure (K = 4, Sy = 9, L = 1). The three ex-
amples indicate three alternative methods of increasing the par-
allelism of a time-shared FIR filter. Table 3 lists the estimated
areas for N = 36. The flexibility requirement, demands that
the filter length NV and the throughput £, are both variable. In
a comparison of relative trends, the AF product is plotted for
all the three filters, against various throughput values (where N
fixed at 100) in Fig. 7, and for various filter lengths (where f.z
fixed at 50 MHz) in Fig. 8. The plots indicate that the FFA struc-
tures have a lower AF product than the folded direct form filter,
which in turn implies that the FFA structures can more effec-
tively trade area for lower operating frequency.

The results also suggest that using a higher order FFA filter as
the starting point for deriving the time-shared structure,yields a
lower area-frequency product, when compared to a lower order
base FFA filter with the same number of MAC units. The in-
creased timing slack in FFA structures provides more room for
minimizing the total power consumption at the physical design
level because, the supply and threshold voltages can be varied
over a wider range.

VI. CONCLUSION AND FUTURE WORK

This paper analyzes the role of parallelism as a power reduc-
tion strategy in nanoscale CMOS technologies and highlights
the increased contribution of leakage power. Even though leak-
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Fig. 7. AF product vs. throughput.
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Fig. 8. AF product vs. filter length.

age power is strongly correlated to area, the parallelism-induced
increase in timing slack can reduce both leakage and dynamic
power. The proposed power reduction strategy uses the per-
formance relaxation obtained by a combination of parallelism
and the forward body bias techniques to minimize the total
power consumption, without resorting to an advanced CMOS
process. An architectural-level metric for fixed throughput sys-
tems, called the AF product is introduced as a means of compar-
ing the efficiency with which alternative architectures trade area
for timing slack. The results show how this metric can be used
to compare different implementations of programmable time-
shared FIR filters, which are an essential building block for flex-
ible, energy efficient radios.

Designing in an AF' space gives an idea about the timing
slack for alternate architectures with a comparable area. How-
ever it does not give any information about the amount of power
reduction achievable from the available timing slack. The degree
of possible dynamic and power reduction is strongly coupled
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to nominal supply and threshold values. The leverage of par-
allelism is expected to decrease when scaling results in further
lowering of the Vpp/Viy, ratio. Hence, further research should
focus on the design of fixed throughput systems in a generalized
AF™ space, where the exponent n, reflects the achievable power
reduction, at a specific value of supply and threshold voltage.
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