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A Simple Coded ARQ for Satellite Broadcasting

Gianluigi Liva, Christian Kissling, and Christoph Hausl

Abstract: 'We introduce a novel packet retransmission technique
which improves the efficiency of automatic retransmission query
(ARQ) protocols in the context of satellite broadcast/multicast sys-
tems. The proposed coded ARQ technique, similarly to fountain
coding, performs transmission of redundant packets, which are
made by linear combinations of the packets composing the source
block. Differently from fountain codes, the packets for the linear
combinations are selected on the basis of the retransmission re-
quests coming from the user terminals. The selection is performed
in a way that, at the terminals, the source packets can be recovered
iteratively by means of simple back-substitutions. This work aims
at providing a simple and efficient alternative to reliable multicast
protocols based on erasure correction coding techniques.

Index Terms: Automatic retransmission query (ARQ), broad-
cast/multicast networks, coding, fountain codes, network coding.

I. INTRODUCTION

Automatic retransmission query {ARQ) protocols [1] are in-
deed a very simple countermeasure against packet losses in
wireless communication systems. However, the adoption of
ARQ techniques in a broadcast/multicast system usually leads
to a degradation of the performance, especially in case of un-
correlated packet losses at the receivers. Consider the example
depicted in Fig. 1. Here, the broadcasting system is composed
by a satellite, a gateway, and a group of four users. The four
users lost four different packets, hence four retransmissions are
needed. For a system with many users, this approach may hence
lead to a large number of retransmissions.

Efficient alternatives to ARQ protocols for broadcast/multicast,
based on erasure recovery, were proposed in [2]-[4]. Several
other algorithms inspired by the concept of network coding [5]
were considered in [6]-{8]. Further coded approaches have been
proposed, which are based on either the so-called fountain codes
[91-[13] or on sparse-graph block codes for erasure correc-
tion [14], [15]. Here, redundant packets are produced by the
transmitter for a set of &k source packets. The redundant pack-
ets (which are linear combinations of source packets) are ex-
ploited by the receiver to recover the lost ones. If a receiver suc-
ceeds in recovering the & source packets, it signals the decoding
success to the transmitter. Once all the receivers accomplished
this task, the encoder stops producing redundancy. The encoding
procedure then restarts for the next set of k source packets. Al-
though originally proposed in the context of iterative decoding
[9], {12], the fountain coding approach becomes very efficient
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when maximum-likelihood (ML) decoders are used to recover
the source block. Usually, with ML decoding a few packets more
than k have to be collected by each receiver to recover the source
block. Note that for fountain codes based on sparse matrices ML
decoding can be achieved by means of moderate-complexity
algorithms performing the inversion of a binary sparse matrix
{11], [15]417]. However, for terminals limited in computational
power, this approach may indeed be still impractical.

The solution proposed in this paper, which will be referred
to as coded ARQ (C-ARQ) [18], finds a low-complexity com-
promise between the above-presented solutions. As for selective
ARQ (S-ARQ), just packets signalled as missing at the users
side are retransmitted; as for fountain/block codes, the redun-
dant packets are not simply copies of original ones, but they
are a linear combination of many lost packets. Contrary to algo-
rithms presented previously [6]-{8], the proposed algorithm uses
a combining window to restrict the latency and it takes into ac-
count the number of users missing a packet and gives priority to
retransmissions of packets that are missed by many users. More-
over, it excludes packets from retransmissions with the help of
a taboo marker in order to allow the users to decode with low
computational complexity.

The paper is organized as follows. In Section II the sys-
tem model is described. Section Il details the proposed coded
ARQ approach. A performance evaluation is provided in Section
IV. Conclusions follow in Section V.

II. SYSTEM OVERVIEW

We focus on the architecture depicted in Fig. 1. We consider
a satellite gateway, a set of IV users, and a satellite connecting
users and gateway. The satellite broadcasts the packets received
from the gateway. The packets are here assumed of constant
size. Moreover, the packets are labeled in a way they can be
unambiguously identified (e.g., by mean of a packet counter). A
reliable feedback channel, used to signal the retransmission re-
quests, is supposed to be available. Note that the feedback chan-
nel does not need to be satellite-based (i.e., a terrestrial wire-
less network could be used to carry the terminal feedbacks). The
packets can be of two types: Source or redundancy packets. Re-
dundancy packets are produced on the basis of the retransmis-
sion requests received by the gateway. They are built by bit-wise
sums of source packets (or eventually of the preceding redun-
dancy packets). The labels of the packets involved in the con-
struction of a redundancy packet are signalled to the users.

1II. CODED ARQ RETRANSMISSION

The proposed C-ARQ approach deals with the construction
of redundancy packets by the bit-wise sum of the source pack-
ets for which a retransmission has been requested. The relation
between the source packets involved in the linear combination
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and the resulting redundant packet can be regarded as a par-
ity equation. Consider the case where a generic user requested
the retransmission of a packet involved in a parity equation. He
would be able to recover the missing packet by performing a bit-
wise sum of the associated redundant packet and the other (com-
plementary) source packets involved in the same equation. The
above-described procedure will succeed if and only if the user
possesses all the complementary packets together with the re-
dundant one. The latency introduced by this approach is given
by the maximum distance (in time) between a packet involved in
an equation and the related redundancy packet. To keep a control
on the latency, we introduce therefore the concept of combining
window. A combining window represents the set of L packets
over which a parity-check equation can be built. The time axis
is therefore partitioned in blocks of L packets (see Fig. 2). Al-
ternatively, one could select the packets involved in the equa-
tion within the L-packets window beginning with the 1st miss-
ing packet of the equation.

Let us denote by {px}, k¥ = 1,---, L, the set of L source
packets within a combining window. We define by ¥; the set
of source packets lost by the ith user within the window. The
number of packets lost by the ith user is ¢; = |¥;|. We denote
by {éx}, & = 1,---, R, the set of redundant packets built to
recover the source packets lost in the combining window. Each
redundant packet is obtained as (bit-wise) linear combination of
the source packets, i.e.,

L

Pk = ak,1p1 D ak,2p2 © ag303 D - O ak,LpL = @ Ok, Pj
j=1

with ar; € {0,1}. R gives a measure of the retransmissions
overhead, since it represents the number of redundant packets
produced for a combining window. With fountain codes, lin-
ear combinations of source packets are performed randomly,
following certain probability distributions. The main difference
with the approach proposed in this paper resides in the fact that
we exploit the knowledge of the erasure pattern of each user to
build ad-hoc parity equations.

The ith user needs to solve the system of binary equations
Ap=¢,ie,

1
a1 a2 a1,L 22 é1
a1 022 az, I, P2

P3| = i ¢))
GR1 OR2 aR,L ' or

PL

with unknowns in ¥;. This can be achieved if and only if
rankA = q;. Hence, R can be lower bounded as

R > max{q:}, ®
the number of retransmissions cannot be lower than the maxi-
mum amount of packets lost by a user.!

INote that the bound of (2) holds also for fountain codes: The user experi-
encing the maximum number of erasures (¢ps = max;{q; }) needs at least qps
redundant packets to recover the unknowns (this follows from the fact that a con-
sistent system of equations with less equations than unknowns admits multiple
solutions).
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Fig. 1. Overview of the system architecture.

A. Retransmission Patterns Selection - Algorithm A (Taboo Al-
gorithm)

We introduce next a retransmission pattern selection algo-
rithm which takes care that the equations system (1) can be
solved by each user by simple back-substitutions. Here, re-
sides a crucial difference with fountain/block codes, where the
equations system is usually solved by smart Gaussian elimina-
tion algorithms [11], [15]-[17], with indeed larger complex-
ity w.r.t. the approach proposed herein. In fact, for random
Luby-transform (LT) [10] and random linear block codes op-
erating of blocks of & source symbols, the decoding complexity
(via Gaussian elimination) scales as O(k3). Practical maximum-
likelihood implementations of Raptor [10], [11} and low-density
parity-check (LDPC) code decoders [15]-[17] usually exploit
efficient (smart) Gaussian elimination algorithms to reduce the
decoding complexity. The reduction in complexity is due to the
sparseness of the equation system imposed on the codeword
symbols. However, in the algorithms of [11], [16] the final step
still turns into the solution of a dense system of equations involv-
ing a reduced number of unknowns, e, with e being a fraction
of the source block size & (for Raptor codes) or a fraction of the
codeword length n (for LDPC codes). The complexity of this de-
coding stage scales as O(e®). The solution of a system of equa-
tions (in triangular form) in £ unknowns via back-substitutions
has complexity scaling as O (k?). The possibility of solving the
equations system by back-substitutions is ensured by excluding
packets from the retransmission patterns with the help of a taboo
marker.

Initialization phase. An error count vector is initialized,

e ={ej,ea, --,er} where e; is the number of users miss-
ing the ith packet (0 < e; < N). An auxiliary vector
t = {t1,t2,- -, tr} is created. Each element of t takes a value

within the set of flags (T, M, K'). An element ¢; is set to K
(known) if p; has been received by all the users (i.e., if ¢; = 0),
otherwise it is set to M (missing). The redundant packet index
k is initialized to 1. ,

Construction of redundant packets. Repeat (1-5) until
ti=K,Vi=1,---, L.
1. Forj=1,---,L,setag; = 0.
2. Repeat (a-c)until t; # M,Vi=1,---,L

a. Find [ = arg max;{e;} under the constraint {; = M.

b. Setap;=1,¢ =0,andt; = K.

c. Forj=1,---,N,if p € ¥y, forall i st. p; € ¥; and

t; = M, sett; =T (taboo).
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Fig. 2. Example of lost packet patterns for the case of N = 4
users. Combining window length L = 6.

3. Obtain the kth redundant packet as ¢, = @le ag,;pj-
4. ForallVi=1,---,L,ift; =T,sett; = M.
5. Increment k by 1.

Note that the algorithm stops whenever all the elements of t
are marked as K, i.e., if all the lost packets can be recovered
from the set of redundant packets.

Example. Consider again the case of Fig. 2. Initially, the vec-
toreissetas {1,3,2,2,1,1}, while t={M, M, M, M, M, M}.
We begin with the construction of the first redundant packet (k
is initialized to 1). The second packet is the one with the high-
est value in e (check that arg max;{e;} = 2). The vector e is
modified as {1,0,2,2,1,1}. The second packet was lost by the
users 1,2, and 3. The other packets lost by these users have to
be marked as taboo. Hence, t = {T,K,T, T, T, T}. Thus,
¢1 = po. For the second redundant packet (k = 2), we have
to reset t = {M,K,M,M, M, M}. Now, there are two
packets with the highest value in e: p3 and p;. Assuming
we select the first one, e is modified as {1,0,0,2,1,1} and
t={M,K,K,M,T,M}. In the next iteration, p, is se-
lected (f4 = M and argmax;{e;} = 4). Hence, e becomes
{1,0,0,0,1,1} and t = {T,K,K,K, T, T}. The second re-
dundant packet is thus ¢2 = p3 @ ps. Going on with the pro-
cedure, the other redundant packets will be ¢35 = p; @ p5 and
¢4 = pe. Remarkably, for this example, the proposed algorithm
performs optimally, i.e., it achieves the minimum number of re-
transmissions (R = 4) according to (2).

IV. PERFORMANCE EVALUATION

We provide next a performance evaluation for the proposed
C-ARQ scheme. We first derive a lower bound to the average
number of retransmissions based on (2). Let’s denote by Q); the
random variable (r.v.) related to the number of lost packets by
the ith user within a window. We define the r.v. related number
of required retransmissions by R = max{@;} (according to
(2)). The average number of retransmissions for an ideal scheme
which satisfies (2) with equality is

E[R] =) RPr{R =R}
R=1

3)

where Pr{R = R} is the probability that the worst user expe-
riences R packet losses. We remark that (3) represents a lower
bound to the average number of retransmissions required by any
retransmission technique. We focus now on the case where the
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packet losses are uncorrelated in time and among users. We fur-
ther assume that the generic ith user experiences packet loss
probability ¢;. The term Pr{R = R} can be expressed as

Pr{R = R} = Pr{Q; < R+ 1,Vi} — Pr{Q; < R,Vi}

which, considering the users independency, reduces to

N N
Pr{R =R} =[] Pr{Q: <R+ 1} - [[Pr{Qi < R} &
i=1

i=1

where Pr{Q; < R} is given by

R—-1 I
PI‘{QZ‘ < R} = Z < w > 67{0(1 — ei)wa' (5)

w=0

Consider the case of S-ARQ. The probability that a packet has to
be retransmitted is given by Ps_arq =1 — Hilil(l —¢€;). The
average number of retransmissions in a window is

N
E [RS—ARQ] = LPS—ARQ =L l:l — H(l - 61):| . (6)

i=1

For the special case where the users experience the same loss
probability, ¢; = ¢, Vi =1,-- -, N, (4), (5), and (6) simplify to

Pr{R = R} = [Pr{Q; < R+ 1}]" — [Pr{Q; < R}]", ()

Pr{Q. < Rh - Y (1 )ea-ar ®

w=0

E[Rs_arq] = LPs—arq = L[1 — (1 — &)™]. )

In Fig. 3, the average number of retransmissions per com-
bining window (normalized to L) is depicted as a function of
the window size, L. The chart reports the performance accord-
ing to (3) and (6), considering N = 100 users and a packet loss
probability ¢ = 1072, Simulation results for algorithm A are
provided as well. A large reduction of the number of retrans-
missions is observed for the C-ARQ. For L = 800, nearly 97%
of the retransmission required by S-ARQ could be spared. Note
that the algorithm A tightly approaches the bound of (3). The
performance of C-ARQ tends to saturate for large values of L,
making it reasonable to keep L in the range of 100 — 200 for
limiting the system latency.

In Fig. 4, the average number of retransmissions per window
(normalized to L) is depicted as a function of the packet loss
probability e, for the case of L = 100 and N = 100. The chart
reports the performance according to (3) and (6) and simulation
results for algorithm A. Again, the proposed algorithm almost
matches the bound of (3). The advantage of the proposed tech-
nique is rather evident for moderate-to-high packet loss rates
(i.e., € > 1073), while for low packet loss rates the perfor-
mances of C-ARQ and of S-ARQ tend to converge. (For very
small €, most of the times only one packet is lost within a com-
bining window, and both C-ARQ and S-ARQ would both per-
form a single retransmission).

Fig. 5 depicts the average number of retransmissions per com-
bining window (normalized to L) as a function of the window
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Fig. 3. Normalized average number of retransmissions per combining
window as a function of the window size L. ¢ = 10=2, N = 100
users.
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Fig. 4. Normalized average number of retransmissions per combining
window as a function of e. L = 100, N = 100 users.

size, L. The performance has been obtained according to (3)
and (6}, considering a population N = 100 users divided in two
subsets of N4 = 20 and Np = 80 users, respectively, where
the first set of users is characterized by a packet loss probability
€4 = 1072, The second set of users experiences a much lower
loss probability ez = 10™%. The performance is here dominated
by the average number of retransmissions per combining win-
dow required by the users experiencing the worse channel con-
ditions (note in fact that for S-ARQ E [Rs_arq] /L = 0.1886
for L > 1, and reduces to E [Rg_arq] /L = 0.1821 when only
the first subset of N4 = 20 users is considered). Also in this
case, the algorithm A tightly approaches the bound of (3).

V. CONCLUDING REMARKS

In this paper we introduced a novel efficient C-ARQ ap-
proach for satellite broadcast/multicast systems, which permits
limiting the retransmissions by broadcasting linear combina-
tions of the requested packets. A lower bound on the average
number of retransmissions is introduced. A simple algorithm
for deriving the linear combinations is provided, which almost
achieves this lower bound. The algorithm allows the users to re-

Average no of RTX norm. to L

o= 5-ARQ
| C~ARQ (bound)
: O Algorithm A
[ 100 200 308 400 500 600 700 800 900 1000
t

Fig. 5. Normalized average number of retransmissions per combining
window as a function of the window size L. Population of N = 100
users divided in two subsets. N4 = 20 users with loss probability
ea = 1072, Np = 80 users with loss probability ez = 1074,

cover the source packets iteratively by means of simple back-
substitutions, hence with much lower complexity w.r.t. foun-
tain schemes based on ML decoders. Simulation results con-
firm that the saving in terms of retransmission number is large
w.r.t. S-ARQ, especially in case of high packet loss rate regimes.
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