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THE EFFECT OF NUMBER OF VIRTUAL CHANNELS ON
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ABSTRACT. Low scalability and power efficiency of the shared bus in SoCs
is a motivation to use on chip networks instead of traditional buses. In
this paper we have modified the Orion power model to reach an analytical
model to estimate the average message energy in K-Ary n-Cubes with focus
on the number of virtual channels. Afterward by using the power model
and also the performance model proposed in {11] the effect of number of
virtual channels on Energy-Delay product have been analyzed. In addition
a cycle accurate power and performance simulator have been implemented
in VHDL to verify the results.
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1. Introduction

As VLSI feature size shrinks the density of transistors increases and it is
possible to place many IPs in a single chip. The most important problem of
the early on-chip systems is the IPs interconnection. It seems that scalability
problem of current interconnection will be solved with proposing the NoCs. In
this approach switches are used to connect IPs instead of using shared buses.
Some standard interfaces can be defined between network (collection of links and
switching elements) and IPs. Therefore the design of IPs will be independent
of the network. In the other hand NoC improves bandwidth with the use of
concurrent connections and decreases power consumption by removing the long
interconnection wires [1].

Wormbhole Switching (Also widely known as Wormbhole routing) has been very
popular in practical multi-computers as it makes latency almost independent of
the message distance in the absence of blocking. In wormhole routing a message
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broken into flits (a few bytes each) for transmission and flow control. The header
flit (containing routing information) governs the route and the remaining data
flits follow in a pipelined fashion. If the header blocked, data flits are blocked in
situ.

Dally and Seitz [13] have used the concept of virtual channels to develop
deadlock free deterministic routing. A virtual channel has its own queue, but
shares the bandwidth of the physical channel in a time multiplexed fashion.

Power efficiency is one of the most important issues in early system design.
For current process technologies, dynamic power is the primary power source
consumed in CMOS circuits. The power is formulated as P = Ef., and the
energy E = O.5aCV12) s with clock frequency f., switching activity o, total
switch capacitance C, and supply voltage Vpp. Many analytical performance
models for interconnection have been proposed so far, but for the case of power
consumption more effort is required yet.

Wang, et al. [3] have proposed a power and performance interconnection
network simulator that is capable of providing detailed power characteristics, in
addition to performance characteristics, to enable power-performance trade-off
at the architectural level. They proposed an architectural-level parameterized
power model as a part of that effort. Two routers have been modeled in [12]
using model proposed by [3]. In [8] they introduce a framework to estimate the
power consumption on switch fabrics in network routers. They proposed different
modeling methodologies for node switches, internal buffers and interconnection
wires inside switch fabric architectures. A power model for the Nostrum NoC has
been proposed in [15]. For this purpose an empirical power model of links and
switches has been formulated and validated with the synopsys power compiler.
An architectural power modeling for interconnection networks proposed in [5].
In [2] WK-Recursive and Mesh topology are compared in the case of power
and latency. They also proposed a novel approach in high-level power modeling
based on latency for these topologies and showed that the power consumption of
WK-Recursive topology is less than its equivalent mesh on a chip. In [9] power
and performance for various topologies in NoC have been studied. In that paper,
some topologies such as BFT, Folded Torus and Mesh have been compared. They
proposed a guideline for selection of best topology for a specific application in
NoC. A High Level Power Analysis for On-Chip Networks proposed in [9]. Their
analysis is based on link utilization as the unit of abstraction for network power,
with contention among message flows modeled through propagation of overflow
areas in link utilization functions. In [10], [7] several routing algorithms modeled
in VHDL and compared in case of power and performance using simulation.

Note that this work is based on Orion model [3]. They have proposed model
for most of capacitances of a router but they have used simulation to reach to
switching activity values. As a part of our work, we have tried to calculate
switching activities analytically in limited and averaged situation with some
assumption, and then analyze the effect of virtual channel on EDP of NoC using
the results as the other part. Although this model have been provided for K-Ary
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N-cubes but it can be used for another topology using related performance model
and changing a few parameters respect to performance model in the formulas.

2. Energy and performance measures

We use two measures to calculate energy delay product; the energy and la-
tency of a packet.

2.1. Energy. When flits travel on the interconnection networks, both the in-
terswitch wires and the logic gates in the switches toggle and this will result in
energy dissipation. Here, we are concerned with the dynamic energy dissipa-
tion caused by communication process in the network. The flits from the source
nodes need to traverse multiple hops consisting of switches and wires to reach
destination. Consequently the energy dissipated by per flits per hop is given by
equation 1.

Ehop = Eswiten + Einterconnet (1)

Where Eyiter, and Eipterconnect depend on the total capacitances and signal ac-
tivities and each section of interconnect wire, respectively. They are determined
as follows:

E suter = 0-5aroutercrouterv2 (2)

2
Eenviroment = 0'5aenviromentcenviromentv (3)

« is a parameter between 0 and 1 and demonstrates the switching activity, C
is the total switching capacitance and V is the operating voltage. The energy
dissipated for transferring a packet with n flits over h hops can be calculated as
stated in equation 4.

h
Epacket =n Z Ehop,j (4)
Jj=1

2.2. Latency. Message latency is defined as the time (in clock cycle) that
elapses from the occurrence of a message header injection into the network at
the source node and the occurrence of a tail flit reception at the destination
node. We simply refer to this as latency from here on. In order to reach the des-
tination node from some starting source node, flits must travel through a path
consisting of set of switches and interconnects, called stages. Depending on the
source/destination pair and the routing algorithm, each message may have a
different latency. There is also some overhead in the source and destination that
also contributes to overall latency. Therefore, for a given message i, the latency
Li is:

Li = SenderOverhead + transportlatency + receiveroverhead (5)

We use the average latency as a performance metric. Let P be the total number
of message reaching their destination the average latency, Lq.g, is then calculated
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FIGURE 1. A simple wormhole router modeled in Orion {3].

accordingly as follows in equation 6.

il
5 (6)

2.3. EDP (Energy/delay product). The EDP obtained by production of the
Latency and energy.

Lavg =

EDPiyg = Lavg-Eavg )

In on chip networks, low EDP is desired, since it shows low latency and low
energy, although these two parameters are in contrast, decreasing energy causes
increasing in latency.

3. Energy of a packet crossing a wormbhole router(3]

Fig. 1 sketches the module representation of a wormhole router and its neigh-
boring links. The source module injects a header flit into the write port of the
input buffer module while E,,; is dissipated. When the flit emerges at the head
of the FIFO buffer, it is checked via the read port of the buffer module, its route
is read, and a request sent to the arbiter module for the desired output port.
The arbiter performs the required arbitration so F,.p is dissipated. Assuming
the request is granted, the arbitration result is sent to the Config port of cross-
bar module. A grant signal also is sent to the grant port of input buffer and
therefore the read port of buffer is activated and Fycqq is dissipated. The flit
then traverses the crossbar module and dissipates Ez. Finally, the flit leaves
the router, enters link and traverses link and dissipates Ej;,r The total energy
this header flit has consumed at this node and its outgoing link is as described
in equation 8. ‘

Eiit = Ewrt + Eort + Eread + Exb + Elink (8)
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4. Proposed model to calculate the average packet energy

In this section we present the needed equations to calculate average packet
energy when it crosses a router and the outgoing link. In this model we as-
sume K-Ary n-Cubes topology, uniform traffic (each node can send packets to
all other nodes with the same probability), random data in each packet such that
total number of 1s is almost equal to 0s, and also Duato fully adaptive routing
algorithm for routing algorithm. It should be noted that the energy for process-
ing of routing algorithm is not covered and has been neglected. Although it is
possible to implement the desired routing algorithm in a hardware description
language such as VHDL and obtain the average energy using power simulators
(e.g. Power compiler or XPower) and add it to the values derived from model
[7]. In the following equations E, = 0.5aC, V2, (*) which x can be substituted
with desired module and C, is the total capacitance of that module calculated
as is described in appendix. We refer to the equation as * in the rest of the
paper. Note that for calculating this equation we should count each transition
from 0 to 1 and 1 to 0 to obtain switching activity ().

The average energy dissipated when a packet crosses a switch (router) con-
tains header flit and non-header flit energy. In wormhole switching only header
arbitrated and the other flits follow the header in the same route. Here we con-
sider header size is one and the average packet size is L, flits. Let Epacket nop
and E‘packet 1ink be the average energy of a packet which is dissipated due to the
hop and link crossing respectively. Thus when a packet goes on a hop, its energy
is given as described in equations 9 and 10.

Epacket - DEpack:et_hop + (D - 1)Epacket_link (9)

Epacket hop = (Lp — 1) Evody_fiit + Eneader_flit (10)
Eheader_fi1ix 1s one hop energy dissipation of a flit, which is described in equation
11.
Eheader_flit = Ewrite + Earb + Eread + Eheade'r_acbar (11)
Ebody-ﬂit = Ewrite + Eread + Ebody_mbar (12)
In above equations D is the average distance of source to destination for a given
packet. In K-Ary N-Cubes D is determined in equation 13 [11].

_ o (k=1)

D=N (13)

Let W be the data width of link and equal to cross bar port bandwidth. There-
fore the average number of bit flips on links is %. The link energy then is

2
calculated according to equation 14.

1 w
Epacket_link = §(chlink_init7)VD2D (14)

let F' be the flit size in bits, then the average read and write energy is calculated
as followed in equations 15 and 16.

Eread = Ewl + F(Ebr + 2Echg + Eamp) (15)
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F
Ewrite = Ewl + —2‘(Ebw + Ecell) (16)

which E,p, is sense amplifier energy and calculated from [6] and the remain-
ing energies can be calculated using * equation and appendix. Matrix crossbar
switch is used as switching element. Crossbar switch energy for a header travers-
ing is summation of selected input and output lines and control of switches which
connect input lines to output lines energy. The switch configurations remains
fixed until the end of the packet transfer, therefore when non-header flits traverse
the crossbar switch the control energy is omitted and we have:

Ewba'r‘_header = Ezb_in + Exb_out + Emb.ctr (17)

Ezbar_body = Emb_in + Ezb_out (18)
Ezb_in = OSVgD(Czn_stNVW + Ca (Tld) + CLine_unitZNVWht) (19)
Ezb_out = 0-5V5D(Cout_sw2NVW + Ca(Tod) + CLine_unitZNVWht) (20)
CLine.unit;NVW'wt ) (21)
In above equations V' is the number of virtual channels per physical channel,
and W is the bandwidth of each link. Clineunit is unit width capacitance of
crossbar lines. h; and w; are vertical and horizontal line distances. T;q and T,q
are the input and output drivers respectively, as shown in Table 3 of appendix.
Let E,cq to be the header request signal energy to grant for an outgoing link,
E,-; the energy to store grant priorities, E;,; the energy dissipated in internal
nodes, Ey. the flip-flop clocking energy and Egp:, to be the grant signal energy
of the arbiter, then the arbitration energy is given by equation 22[3].

Earb = Ereq + Epm’ + Eint + Egnt + Eclk (22)
With proper substitutions of parameters the average energy is calculated as
described in equation 23:

_ = 2N-1)V -1
Egrp = (ET‘EQ+( )

Ezb_ct'r = 0-5V%D(Woctr_sw +

B EN-DV(@EN -1V - 1)

9 pTi 2 Eint + Egnt + Eclk)

(23
If we assume there is no U turn in packet path there are totally 2~ _1)V((§N_1)V_1)

flip-flop to store priority in arbiter which clocked due to one time clocking to ar-
biter. Therefore the average energy of one time clocking to arbiter is calculated
as described in equation 24.

1,2N - 1)V(2N - 1)V — 1)

E. = —( CFF_clock)Vz%D (24)
2 4

In equation 24 Crp_ciocr is the flip-flop clock capacitance. The energy relates
to more than one packet existing in that hop. The average energy each packet
dissipates in clocking is derived from dividing total clocks energy to reach all
packets to destination over total number of packets. Let Ny be the average
packet latency, A, the packet generation rate per node per cycle, N,, and Np
are total number of nodes (K”) and total number of packets generated respec-

tively. N, number of packets reach destination after N clocks, and similarly
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2N, packets after N, + 2, clocks. Finally N, packets reach destination after
number of clocks calculated in equation 25.

N, _
(- = DAg + New (25)
n

Thus total dissipated clock energy for all packets to reach the destination is
given by equations 26.

N. _
Ec[ktotal = {(ng - 1))\9 + Nclk]Eclk (26}

n

And the portion of a packet is given by equation 27.

Eclktotal = K%: - 1)Ag + Nclk}Ejv\C[;k

The remaining energy can be calculated using * equation and appendix equa-

tions. Let B; be the average blocking time in i** hop and W,; the average

blocking time in destination for ejection from the network, then the average

packet latency calculated according to model presented in [11] as described in
equation 28.

(27)

D
Ncgk = Lp + D + Z B; + Wej (28)
i=1

Note that B; and W,; are calculated using [11] and [14].

5. Simulation

A cycle accurate simulator is implemented in VHDL. A 8 x 8 mesh is used
as instance of K-Ary N-Cubes topology with 64 processing elements as the IPs.
Totally 10000 packets each one with 32 flits are generated in which each packet
has a header flit and 31 body flits and all packets contain random data. Uniform
traffic is assumed for destination addresses. And Duato’s fully adaptive routing
algorithm is implemented. In case of energy calculation we use Orion power
model [3]. No power reduction codes is used and assumed no repeater is needed
between two nodes.

6. Validation and experimental results

The above model has been compared and validated with simulation results. In
these experiments supply voltage is 2.5V and technology is 0.25um. The number
of virtual channels has been changed to see the effects on power consumption
and performance of the network. (Note that In remaining sections, we may use
message and packet interchangeably).

Fig. 2 shows the average Message EDP of the network with several virtual
channels in various traffic loads. As shown, with increasing the traffic load, EDP
is increased respectively. In the other hand increasing the number of virtual
channels (VC) results in increasing EDP. The networks with larger VCs are
saturated later than the networks with lower VCs. Fig. 3 shows the effect of VC
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FIGURE 2. Average Message EDP in several traffic loads and
number of VCs.

on the average message latency. As shown in the figure in high traffic loads more
VCs have benefits but in low traffic loads it just increases the latency. In all
the cases more than 7 virtual channels do not result in any improvements. The
average message energy of a packet is increased due to increasing the number of
virtual channels. This is shown in Fig. 4. This figure also shows that simulation
and model have the same profile and the results of them are close with smaller
VCs, but this is not true when VC increases. In the worst case (VC=20) accuracy
is 83% which is acceptable.

EDP contains both latency and energy information. In Fig. 5 the average
message EDP is shown with two different message generation rates when calcu-
lated by the model. In addition the results of simulation are shown too. Results
show that in high traffic loads (A = 0.008) larger number of virtual channels
causes improvement (before a limit of VC=7). But it has not any benefit in low
traffic loads (A = 0.004). If we compare Fig. 4 and Fig. 5 it seems that latency
and EDP behave similarly and behavior of one of them can be extracted from
the other one. So high level EDP profile analysis becomes easy and fast.

Fig. 6 shows the effect of VC on each part of NoC individually. As the
relationships shown before, VC does not affect FIFO energy as much as arbiter
energy in which VC affects it with power of 2. Therefore the FIFO energy
has been omitted here. As VC increases the energy of Xbar is changed almost
linearly. With smaller values of VC the energy of the arbiter is less than the Xbar,
but with more than 9 virtual channels the arbiter energy becomes dominant over
the Xbar. Clock energy here is an internal router clock and is a part of arbiter
energy. This energy is dissipated due to priority flip flop clocking in the arbiter.
Also inter-router clock signal energy is not shown here.
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7. Conclusion

20

547

In this paper we proposed a model to calculate average packet energy in K-
Ary n-Cubes. This model can be used to avoid time consuming and complex
simulations. Also the model shows the relation of the network parameters {e.g.
number of virtual channels) with packet energy dissipation. In addition the effect
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of number of virtual channels studied using both the model and simulation and
results compared. It described that increasing the number of virtual channels
improves the latency in high traffic loads, but increases the packet energy in the
other hand. But for lower traffic loads there isn’t any improvement in either
latency or energy. It was shown that except in high traffic loads increasing
the number of virtual channels has undesirable effects on EDP. In addition it
was shown that EDP profile is very similar to latency, but with higher slope.
Finally the effect of number of virtual channels on each part of router energy



The effect of number of virtual channels on NoC EDP 549

TABLE 1. Project expenditure to year-end 2006

Canonical structure and notation
A FIFO buffer with 1 read port and | write port

kv :;7 - e
e S?T | C_ !
~[>o- -

Twé

. B rows

senise amp

£

Architectural Parameters

Weelt

B Buffer size in flit
F Flit size in bit
Technological parameters
heeu memory cell height
Weell memory cell width
Dy, wire spacing
Equation
Ly = Fween + 4dy) wordline length
Ly = Blheen + 2dy,;) bitline length
Cut = 2FCy(Ty) + Cy(Twq + Cuw(Lyy) |  wordline length
Cyr = BCy(Ty) + Ca(Te) + w(Ly) read bitline cap.
Chy = BCd(Tp) + Ca(de) + Cw(Lbl) wirte bitline cap.
Ceng = CylTe) precharge cap.
Ceenn = 2(P, + P,,)Cy(T) + 2C(T7,) | memory cell cap.

TABLE 2. Some equations in context

Co(T) Gate Cap. Of T, transistor

Ca(Ty) Diffusion Cap. of transistor T
ColTz) = Ca(T:) + Cy(T») | Diffusion Cap. Plus Gate cap. Of
transistor T,

Cuw(L) = ClLineunit L Wire cap.

Cline_unit Length unit cap. Of wire

was studied. The results show increasing the number of virtual channels does
not affect the FIFO energy, unlike the arbiter energy. Using the proposed model
the limiting number of virtual nuraber can be calculated in different situations,
in which increasing the number do not have any benefit in EDP graphs. In case
of our analysis this threshold was 7 virtual channels per a physical channel.
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TABLE 3. Some parameters and equations of Matrix crossbars
Model (3]

Canonical structure and notation

are connectors

Tod

output O output 2 output 1
Connector | either a tri state buffer or a transmission gate
Cinsw input node cap. of a connector
Ccrhsw
Cout_sw output node cap. of a connector
Architecture Parameters
w | Port width in bit
Technological Parameters
hy track height
Wi track width

TABLE 4. Parameters and equations of Arbiter (3]

Canonical structure and notation

prionty matnx.

R®-1)’2 flip flops)

priostes (m ;) |«

| grant genecation
! logac

Crr switch cap. of a flip flop

Cr_cik clock cap. of a flip flop

Cap. Equations

Creqg = Co(Tr) + Cy(Tn2) + | request cap.
(2N = 1)V = 1)Cy(Tn1)

Cynt = C4(Tn2) grant cap.

Cpri = Crr + 2C4(Tn1) priority cap.

Cint = Ca(Tn1) + Cy(Tn2) internal cap.
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