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CLASSIFICATION FUNCTIONS FOR EVALUATING THE
PREDICTION PERFORMANCE IN COLLABORATIVE
FILTERING RECOMMENDER SYSTEM

SEOK JUN LEE, HEE CHOON LEE AND YOUNG JUN CHUNG*

ABSTRACT. In this paper, we propose a new idea to evaluate the predic-
tion accuracy of user’s preference generated by memory-based collaborative
filtering algorithm before prediction process in the recommender system.
Our analysis results show the possibility of a pre-evaluation before the
prediction process of users’ preference of item’s transaction on the web.
Classification functions proposed in this study generate a user’s rating pat-
tern under certain conditions. In this research, we test whether classifica-
tion functions select users who have lower prediction or higher prediction
performance under collaborative filtering recommendation approach. The
statistical test results will be based on the differences of the prediction
accuracy of each user group which are classified by classification functions
using the generative probability of specific rating. The characteristics of
rating patterns of classified users will also be presented.
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1. Introduction

With the advance of IT technologies, the online commerce environment has in-
troduced a recommender system for personalized services [9]. The recommender
system used in E-commerce suggests a product, an item or a web service to
each customer based on the customer’s preference. Since a recommender sys-
tem can predict customers’ preferences and forecast a customer’s fondness for a
certain item and services, it is used as a conspicuous service that distinguishes
an online commerce service from an offline commerce service. In predicting a
user’s preference, a recommender system obtains enough information from users
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and the items they have historically considered and then predict the specific
user’s preference for a target item and suggest them to user. One of the clas-
sic recommender systems is a content-based filtering system which uses textual
contents. For instance, in a recommender system for an online movie rental
process, there are typically two types of profiles: a movie profile and a customer
profile. The movie profile describes a movie categories, actors and actresses, and
performances. The customer profile is created by information of the costumer’s
movie rental history. In this recommendation system, the textual information
of items and users are stored in the system and analyzed for the best fit. This
type of approach works well in initial systems, but there are some drawbacks
to expanding the scales of recommender systems due to the following reasons.
First, there are difficulties in converting the features of all traded items into tex-
tual data. Additionally, if the number of traded items dramatically increases,
it is not easy to automatically convert all items’ information into textual forms.
Second, since content-based systems only recommend items based on each user’s
past experience, it cannot help the user choose items for special cases.

This problem is called over-specification for recommendations. These draw-
backs are overcome by collaborative filtering recommender systems, which use
relationships between users and items that can be represented on a numerical
scale (i.e. preference rating). This preference rating information can be col-
lected from tracking clients who surf the web and purchase items. Typically,
such types of recommender systems utilize neighbor data, using a set of data
that have similar characteristics for recommendations of a target item. This
concept used for users or item is called user-based or item-based. Collabora-
tive filtering recommender systems are successfully used in commercial web sites
such as Amazon.com, E-bay and Netflix. The item-based approach is generally
adapted to commercial web sites because the speed and the range of expansion of
users are much higher than items and also because the problem of data scarcity
is willing to occur in user-based systems [6] [7].

In this study, to examine mutual relationship between user preference infor-
mation and item preference information, we will analyze the interest patterns of
a user and then predict the preference of the user for an item. This study also
focuses on the pre-evaluation of the prediction accuracy which is predicted by
user-based collaborative filtering algorithms, Neighborhood Based Collaborative
Filtering Algorithm(NBCFA) and Correspondence Mean Algorithm(CMA). To
pre-evaluate and classify users before prediction step, we propose classification
functions for selecting high accurate users and low accurate users and analyze
their rating pattern and prediction result statistically.

2. Related works
2.1. Collaborative filtering

The collaborative filtering approach originated from Tapestry, which is known
as the first recommender system. The approach utilizes similar selection criteria
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that people use when making new choices based on personal experiences. This
approach analyzes the preferenential relationship between a target user who will
take the recommendation for the target item and his neighbors who have similar
preference with the user. This method also analyzes relationships between a
target item and neighboring items in the same manner.

2.1.1 Algorithms

There are two approaches to prediction algorithms. One is model-based prob-
abilistic method such as Neural Networks, K-means Clustering, and Association
Rules. The other is memory-based approach such as NBCFA and CMA [1] [3] [7].

This study focuses on the performance of classification functions and the
characters of classified users’ rating patterns predicted by two memory-based
algorithms using ratings of each user in hand before applying algorithms.

To predict the preference of a target user about specific items, a neighbor
selection process is first carried out. Figure 1 shows the neighbor selection step
for predicting the preference of the active user 4 about the specific item 4. Then
user 1 and the user 3 are selected as neighbor users of the user 4 because they
have been already rated item 4.

User

Userl| User2 |User3| Userd Userl User3
Item

Item 7 Rl,l R2,1 R3,1 Rl,l R3.1
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FIGURE 1. Neighbor selection step: User 1 and User 3 are se-
lected as neighbors of User 4 for calculating the prediction value
of the Item 4.

Before applying the algorithms, preference similarity weights for items be-
tween a target user and his neighbors must be defined. In this study, Pearson’s
correlation coefficient is used to define the weight similarities between them.
Equation (1) is the similarity weight used in this study.

. iy (Rui— Ry) - (Rji — Ry)
uyp — — m —_
\/ii";1(Ru,i — Ry)? - 300 (R — R;)?
Tu; 1s the weight similarity between the target user u and neighbor user j and

R, denotes preference ratings of the target user u for the items i which are
rated by the target user. R;; denotes preference ratings of neighbor user j, R,

1)
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and R; are the mean of ratings of user u and j. In this equation, all ratings R
must be co-rated by user u and j.

To evaluate the classification performance of Pre-evaluation functions and
select users with low prediction accuracy or high prediction accuracy, we carry
out a prediction process of user preferences for items that are not rated through
two prediction algorithms that are NBCFA and CMA. The next equation is the
NBCFA which is proposed by the GroupLens [8].

T n
0, =T Ztcgoterse D T g Tihuy
EJGRaters ITU]'l n
In equation (2}, The Uw denotes the prediction value for the preference of the
target user u over the target item z, the U is the mean of the all preference
ratings that have been rated by the user u, the J, is the preference rating of
the neighbor user j over the target item z, and the J is the mean of the all
preference ratings of the neighbor user j except the rating of target item z.
Raters are users who rate the preference of the item in the data set. The 7,j is
the similarity weight of both the user u and the neighbor user j. It is possible
however, that some problems might occur, reflecting the tendency of preference
for items of target user u and their neighbors during prediction process. Since
the preference tendency U of the target user u is calculated by all the ratings
rated by target user u, the target user shows the same preferences regardless
of any other neighbors. Proper adjustment for expressing preference is required
since the weight similarity of target user and its neighbor is calculated with only
co-rated ratings by them.
The CMA mitigates these problems by using Unatch and Jmasch, Which are
the mean of all the Us and the Js calculate by co-rated ratings. The following
equation is CMA.

Jz _7ma c BETY)
ZJGRaters( t h) Tuj (3)

01 = Amatch +
ZJERaters |ruj|

2.1.2 Evaluation metric

Several techniques have been used to evaluate Recommender Systems. Those
techniques are divided into three categories: predictive accuracy metrics, clas-
sification accuracy metrics and rank accuracy metrics[9]. The predictive accu-
racy metrics measures how close the predicted ratings by algorithm are to the
true ratings in the test dataset [2]. In this study, Mean Absolute Error (MAE),
one of the predictive accuracy metrics, are used to evaluate the performance
of each algorithm, measuring each user’s MAE to test the performance of the
Pre-evaluation functions.

N
1 ~
MAE = > |Ru; — Ryl (4)
J
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In this equation, R,; is the true rating of user u given to the item j and Ruj
is the prediction value of user u to the item j.

2.2. Pre-evaluation

According to our previous study, the prediction accuracy of user preference
on an item has a close relationship with the generative probability of specific
ratings which have been already rated by user before the prediction process.
The generative probabilities of specific ratings denoted as 8,1, 02, Ju3 Will be
used to define the classification functions of select users whose MAE is lower than
non-selected users’ MAE from the next equations presented by Lee et al[4] [5].

1, fu(R5) 2 fu(RZ) 7 Syo = { L, fU(Rl) > fu(R4)

O :{ 0, elsewhere 0, elsewhere

Sun = { L fu{R1} U{Rs}) > fu({R2} U{Rs} U{R4}) (5)
v 0, elsewhere
where, R; =1, i={1,2,3,4,5}

du1, du2, u3 are the conditions for defining the classification functions and
are shown on the equation (6). It only has values of 1 or 0.

L(dula 6u27 5u ) = Oyl - 5u2 : 5u3 (6)

To classify users who have higher prediction accuracy than non-selected users,

we propose another classification function in this study. We also define the

generative probabilities of specific ratings as 0,1, 8,2, 9,3. Each condition and
function is showed in equation (7) and (8).

1 :{ L, fu(RQ) > fu(Rl) , 9u2:{ 1, fu(R4) qu(R5)

0, elsewhere 0, elsewhere

0,5 = { 1, fu(Rs) > ful{R2} U{R4}) (7)

0, elsewhere

where, R; =4, i=1{1,2,34,5}

0.1, Ou2, Bu3 are the conditions that classify users who have high prediction
accuracy for defining the classification functions and showed on the equation (8).
It also has only the values of 1 or 0.

H(041,0u2,0u3) = Ou1 - Oy2 - Oys (8)

3. Related works

3.1. Experimental dataset
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To evaluate the performance of each function, our experiment uses the Movie-
Lens datasets which have been made public by GroupLens for experiment. The
GroupLens presents 2 types of the MovieLens dataset. One is a 100K dataset and
the other is a lmillion dataset. We use both datasets for our research analysis.

100K dataset had been rated by 943 users over 1682 movies and the total
ratings are 100,000 while 1million dataset had been rated by 6040 users over
3952 movie and the total ratings are over than 1,000,000.

Users

>

W training(80%)
O test(20%)

147+ 37
18+4

322+81
169+ 42
140+35
1e+5
43+11
50412

1 218+54
0 200 400 600 0 200 400 800
# of ratings # of ratings

FIGURE 2. Experimental dataset formation.

To generate the prediction accuracy, we divide each dataset as 80% of training
dataset and 20% of test dataset. Generally, training and test datasets are divided
randomly regardless of the number of ratings each user has. In this case, there
are biased ratios of ratings belonging to training and test dataset for each user.
To balance the discrepancy of the 80% of training and the 20% of test dataset,
we divide off training dataset and test dataset from each user’s ratings randomly.
We then predict 20% of the test dataset through NBCFA and CMA using 80%
of training dataset. Figure 2 shows the concept of composing the experimental
dataset.

Generally, the prediction accuracy will be evaluated by the MAE which is
calculated by the average of the absolute errors of all the real ratings between
predicted values in test dataset. However, our study uses the each user’s MAE
which is calculated by using ratings of each user in the test dataset instead of
using all the ratings in the test dataset. This study shows the possibility of
the pre-evaluation approach using previously possessed preference information
of users such as ratings on the items before the prediction process for each user’s
preference.

3.2. Experiment step
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Analyzing characters of groups
Statistical difference

F1GURE 3. Flow diagram of experiment.

Figure 3 shows the experiment flow diagram evaluating the performance of
classification functions of the pre-evaluation for the preference prediction errors
before the prediction process.

The left side of the vertical dotted line on figure 3 shows the process of
prediction domain and two MovieLens datasets are predicted through NBCFA
and CMA. The prediction results are then evaluated by each user’s MAE.

The right side of the line on figure 3 shows the pre-evaluation process us-
ing L{0u1, 6u2, 0y3) and H (8,1, 8,2, 6,3) functions for classifying users who have
low prediction performances or high prediction performances. These functions
classify users into three groups: lower performance group, higher performance
group and non-selective group. Non-selected group has normal performance. We
analyze the characteristics of users for each group, showing their rating pattern
graphically and showing their statistical features through statistical tests.

4. Experimental results
4.1. Rating patterns
Figure 4 and 5 shows rating patterns of users who are classified by L(8,1, 02, 0us)

function applied to 100K and 1million experimental dataset modified MovieLens
dataset.
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The function L(8y1, 0y, dus) classifies 18 users with 100K dataset.and 90 users
classified with 1million dataset. Lines on each chart represent the ratio of each
rating by every selected user and bars represent the average ratio of each rating.

000 (5 808.) - 18 users (100K) -

80.0%

60.0%

40.0%

20.0%

0.0%
R1 rR2 R3 R4 RS

FIGURE 4. Rating patterns of classified users by L{d,1, 6u2, 0u3)
function in 100K dataset.
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FIGURE 5. Rating patterns of classified users by L(dy1, 0u2, 0us)
function in lmillion dataset.

As shown in Figure 4 and Figure 5, both rating patterns show that the average
ratio of rating forms a “W” in shape. In other words, the number of users
classified by R1 and R5 is more than R2, R3, and R4. Users who have lower
prediction performance are generally apt to rate either R1 or R2. As a result,
they have bigger deviations of their ratings to items than non selected users.

Figure 6 and 7 show rating patterns of users classified by H (6,1, 0.2, 0u3)
applied to 100K and 1million experimental dataset modified MovieLens dataset.
The function H (0,1, fu2, 0,3) classifies 63 users with 100K dataset and 260 users
classified with lmillion dataset.

As shown in Figure 6 and Figure 7, both rating patterns show that the av-
erage ratio of rating forms a “hat” in shape. In other words, the number of
users classified by R3 and R4 is more than R1 and R5. Users who have higher
prediction performances are generally apt to rate one of R2, R3 and R4. As a
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FIGURE 6. Rating patterns of classified users by H(8u1,0u2,6.3)
function in 100K dataset.
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FIGURE 7. Rating patterns of classified users by H(8u1,60u2,8u3)
function in 1million dataset.

result, they have smaller deviations of their ratings to items than non selected
users.

4.2. Statistical characteristics

Table 1 shows the result of the ANOVA test over each user’s MAE grouped
by two classification functions and non-classified users’ group. From Table 1, we
find that F values show a meaningful statistical significance. Thus, the means
(MAE) of the three groups(H, None, L) have some differences but their variances
are not so big. As the result of Duncan’s Multiple Range Test, we have some
difficulties in discriminating the mean of users’ MAE between group H and group
Non, but we can easily distinguish group L from other groups.

Similarly, Table 2 shows that the three groups are well distinguished statisti-
cally than the result of 100K dataset. This result shows that our classification
functions can be used as a useful tool for detecting or pre-evaluating before
prediction process.

5. Conclusions
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TABLE 1. The result of ANOVA over 100K dataset.

0K | Group | N | mean | SD Fvalue | Duncan.
H 63 | 0.710 | 0.234
& Non | 862 | 0.780 | 0.247 {H,Non}
Q 15.99*+
=2 L 18 | 1.082 | 0.283 L}
total | 943 | 0.781 | 0.251
H 63 | 0707 | 0241
Q Non | 862 | 0.763 | 0.242 {H,Non}
=2 12.60**
> L 18 | 1.031 | 0322 L}
total | 943 | 0.764 | 0.246
*: p<0.05, **: p<0.01

TABLE 2. The result of ANOVA over 1million dataset.

imillion | Group | N | mean | SD F value I)unt:amj
H | 260 | 0.693 | 0.187
. (H}
g Non | 5690 | 0.744 | 0.222
Q 218.59** | {Non}
e L 90 |1.228 | 0.314
L}
tolal | 6040 | 0.749 | 0.231
H | 260 | 0.674 | 0.190
{;
aQ Non | 5690 | 0.727 | 0.218
= 201.20** | {Non}
> L 90 | 1182 | 0347
{L}
total | 6040 | 0.731 | 0.226
*: p<0.05, **: p<0.01

As the extensive use of e-commerce through web-site increases, the need for
other marketing approaches are also increasing more than ever before. Increased
concern by on-line companies and academia has led to the development of nu-
merous methods and techniques that improve the performance of recommender
system and promote customers’ interests.

In this study, we show the evaluation performances of classification functions
which classify users with lower or higher prediction accuracy before prediction
processes using a memory-based collaborative filtering algorithm in the Recom-
mender System. With our statistical analysis, we show that applying classifi-
cation functions before prediction process to the users’ preference data would
meaningful pre-evaluate users’ prediction accuracy. This is especially useful in
detecting users who have lower prediction accuracy before time consuming pre-
diction process. Additionally, it would be beneficial in protecting recommender
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systems from malicious attackers. This study however, does not suggest a way to
improve the users who have been classified by proposed classification functions
or make clear the reason why these results are produced. It is expected that
further studies will made in the near future to elucidate this matter.

9.
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