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The World Wide Web is transitioning from being a mere collection of documents that contain 
useful information toward providing a collection of services that perform useful tasks. The emerging 
Web service technology has been envisioned as the next technological wave and is expected to play 

an important role in this recent transformation of the Web. By providing interoperable interface 
standards for application-to-application communication, Web services can be combined with 
component-based software development to promote application interaction and integration within and 

across enterprises. To make Web services for service-oriented computing operational, it is important 
that Web services repositories not only be well-structured but also provide efficient tools for an 
environment supporting reusable software components for both service providers and consumers. As 

the potential of Web services for service-oriented computing is becoming widely recognized, the 
demand for an integrated framework that facilitates service discovery and publishing is concomitantly 
growing.

In our research, we propose a framework that facilitates Web service discovery and publishing 
by combining clustering techniques and leveraging the semantics of the XML-based service specifi-
cation in WSDL files. We believe that this is one of the first attempts at applying unsupervised 

artificial neural network-based machine-learning techniques in the Web service domain. We have 
developed a Web service discovery tool based on the proposed approach using an unsupervised 
artificial neural network and empirically evaluated the proposed approach and tool using real Web 

service descriptions drawn from operational Web services repositories. We believe that both service 
providers and consumers in a service-oriented computing environment can benefit from our Web 
service discovery approach.
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1. Introduction

Enterprises in the public and private sectors 
have recently resulted in a surge in Web services 
for business, making software components avail-
able over the Internet. Web service is a pretty 
simple idea：standardize the generic functions 
that are widely used by many applications into 
reusable components (services) that are acces-
sible over a network. Software reuse, defined as 
the process of using existing software artifacts 
rather than building them from scratch (Krueger, 
1992), is an important strategy for improving 
software development efficiency and improving 
the quality of software systems (Basili et al., 
2003; Chávez et al., 2000; Poulin et al., 1993). 
Many enterprise software vendors (i.e., Oracle 
and SAP) have moved into Web services for 
their new feature sets - and with good reason.

A prerequisite for reusing software compo-
nents is the ability to find the right software com-
ponent(s). However, service discovery is becom-
ing problematic with the increasing number of 
Web services. The main objective of this re-
search is to develop a more effective mechanism 
for Web service discovery. Our approach com-
bines a clustering technique and leverages the 
contents of the XML-based service specification 
in Web Services Description Language (WSDL) 
files. We propose a software tool called Web 
Service Self Organizing Map (WebServSOM) 
using an artificial neural network as its core 
module to semi-automatically generate Web serv-
ice taxonomies that reflect subject category con-

text for Web services.
We will start by providing a brief overview of 

the current public web service repositories to il-
lustrate problem aspects of existing search mod-
els for Web service discovery in Section 2. In 
Section 3 we describe our Web service taxonomy 
generation framework for facilitating Web serv-
ice discovery. We will then explain about our ex-
perimental design in Section 4. In Section 5 we 
summarize our findings from human subject ex-
periment with different search models in terms of 
objective performance measures and subjective 
performance measures. Finally, we conclude the 
paper in Section 6.

2. An Overview of Public Web service 
Repositories

Sabou and Pan provide a survey of the public 
Web services repositories in (Sabou and Pan, 
2007). The authors evaluate seven public Web 
services repositories with two assessment cri-
teria：the search facility and the browse facility. 
We update Sabou and Pan’s survey by remov-
ing the currently unavailable repositories (i.e., 
Binding Point, NetXML, and SalCentral) and 
adding newly available repositories (i.e., Remote 
Methods and Woogle). We also extend the as-
sessment criteria based on Sabou and Pan’s work. 
In this section, we summarize six public Web 
services repositories. For each, we describe the 
facilities that they offer to retrieve the available 
services and point out the problematic aspects 
when applicable.
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2.1 Assessment Criteria

Given that we discuss a number of Web serv-
ice repositories in this research, it is important 
to define a uniform set of criteria that we use to 
assess and compare these repositories. We eval-
uate the Web services repositories with the fol-
lowing two perspectives：major methods for ac-
cessing contents and effort of combining search-
ing and browsing. 

Major methods for accessing contents：In a 
broad sense, there are several methods for ac-
cessing the contents of the existing Web service 
repositories. One approach is query-based search, 
which allows users to enter a keyword or set of 
keywords that, in their opinion, best characterizes 
Web services that are of interest (Chen et al., 
1998). The Web services repository translates 
this request into a query and identifies the in-
formation space for appropriate matches, which 
are returned. Some repositories allow the user to 
refine a query-based search by specifying ad-
vanced search option, such as Boolean operators 
(“AND”, “OR” and “NOT”). Query-based search 
can be further classified into two different levels 
depending on the granularity of the term unit 
(TU). For instance, query-based search can be 
performed at the level of substring or token. The 
latter attempts to match a search term to a whole 
word only (token search), while the former re-
trieves Web services that contains the search 
term as a substring of the string (substring 
search). Another method is taxonomy browsing. 
Taxonomy is a hierarchical arrangement of the-

matic structure inherent in a collection of docu-
ments which can improve Internet search pre-
cision (Pahlevi and Kitagawa, 2003; Muller et al., 
1999). Marchionini and Shneiderman define 
browsing as an exploratory, information seek-
ing strategy that depends upon serendipity for 
ill-defined problems and for exploring new task 
domains in (Marchionini, 1987; Marchionini and 
Shneiderman, 1988). Because browsing is fre-
quently used when users only have general topics 
or they are not sure how to narrow their search 
from a general topic, users typically rely on 
pre-existing taxonomies of information organ-
ization as they explore. We identify three types 
of Web service taxonomies：(i) industry/product 
standard classification schemes, (ii) lightweight 
service taxonomies (where the categories used 
are determined by the domain of Web services 
or a certain function they provide), and (iii) al-
phabetically ordered Web service names. A third 
method for accessing the contents of Web service 
repositories is listing, which is a list of hyper-
links for Web services.

Effort of combining searching and browsing 
：Browsing and searching are the two main strat-
egies for finding information online. Manber et 
al. argue that by combining browsing and search-
ing users will be given a much more powerful 
tool to find their way (Manber et al., 1997). A 
Web service repository allows users to further re-
fine a keyword search by restricting it to a given 
subject category or sub-division of the entire 
database. The combined searching strategy is 
more efficient than searching the entire database 
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Repository Content accessing methods
Effort to combine 
multiple methods

UDDI
Substring match and

Industry/product standard classification schemes
None

WebServiceX Lightweight service taxonomy None

WebServiceList
Token search, Lightweight service taxonomy, and Alphabetically 

organized Web service names
None

Xmethods Listing None

RemoteMethods
Substring search,

Lightweight service taxonomy
Simultaneously

Woogle Token search, Lightweight service taxonomy Simultaneously

<Table 1> Summary of Public Web Services Repositories

but, as a consequence, users are unable to identi-
fy relevant information that may exist outside of 
the subject category chosen (Chen et al., 1998; 
Manber et al., 1997). In this assessment criterion, 
we check whether a Web services repository al-
lows users to conduct search tasks by combining 
query-based search and taxonomy browsing 
simultaneously.

2.2 Evaluation Summary 

Based on the overview and assessment cri-
teria presented above, we are able to summarize 
the situation of public Web services reposi-
tories. We encountered three simple ways of ac-
cessing the content of Web services repositorie
s：listing, query-based search, and taxonomy 
browsing. As listed in <Table 1>, one re-
pository (i.e., Xmethods) that we evaluated sim-
ply presented all the available services as a long 
list, which is clearly insufficient for Web serv-
ice discovery. 

A query-based search is performed on the 
textual sources attached to the Web services 

(e.g., name, textual description, or the names of 
the WSDL operations). We encountered two 
cases where keyword term matching was per-
formed at the token level (token match), two 
cases where keyword term matching was per-
formed at the substring level (substring match), 
and two cases where search facilities were not 
supported (refer to <Table 1>). Note that a sub-
string match leads to many hits that have no 
content relevance for the search. We identified 
only one case (i.e., Woogle) where advanced 
search options (e.g., Boolean operators with 
multiple keyword terms) are supported. There-
fore, more effective accessing mechanisms are 
still needed to improve the discovery of seman-
tically relevant Web services. <Table 2> sum-
marizes query-based searching facilities in the 

public Web services repositories we evaluated.

A third extensively used access method in 
public Web services repositories is browsing 
based on different Web service taxonomies. As 
listed in <Table 1>, we encountered three types 
of Web service taxonomies：alphabetically or-
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Repository
Query-based search

Level of keyword term matching Usage of advanced search options

UDDI Substring match None

WebServiceX None None

WebServiceList Token match None

Xmethods None None

RemoteMethods Substring match None

Woogle Token match Boolean operators

<Table 2> Summary of Query-based Search in Public Web Services Repositories

ganized Web service names, industry/product 
standard classification schemes, and lightweight 
Web service taxonomies. One repository (i.e., 
WebServiceList) that we evaluated offers Web 
service browsing via alphabetically organized 
Web service names, which is insufficient when 
the service consumer does not know the exact 
name of the Web service for which he/she is 
looking. 

Another type of Web service taxonomies that 
we identified is industry/product standard classi-
fication schemes (i.e., NAICS or UNSPSC). One 
of the most significant issues in industry/product 
standard classification schemes is that these 
schemes are often under-populated; several of 
their categories contain no or few Web services. 
A second major issue is that there is no guarantee 
that there is consensus among service providers 
and consumers about industry/product standard 
classification schemes. The third major issue is that 
industry/product standard classification schemes re-
quire both service providers and consumers to 
have prior knowledge of the service classification 
schemes. In particular, if service consumers are 

not familiar with the industry/product standard 
classification schemes, they usually cannot get 
satisfactory retrieval results (Zhuge and Liu, 
2004). Finally, it is difficult for industry/product 
standard classification schemes to represent the 
underlying functionality of Web services.

The third type of Web service taxonomies that 
we identified is lightweight service taxonomies. 
Unlike the industry/product standard classifica-
tion schemes, they have only a few top categories 
(a maximum of 17), which, in most cases, are not 
further specialized. Many categories are over-
populated with instances, and there is a need to 
extend the set of categories using new terms as 
the underlying data set evolves. The lightweight 
service taxonomies are qualitatively poor. In par-
ticular, the scope of the lightweight service tax-
onomies is often ambiguous since their categories 
often correspond to different category schemes. 
For instance, some describe domains of activity 
(e.g., business and economy) while others de-
scribe types of functionality (e.g., validation). In 
addition, it is often unclear how the categories 
are created and populated with instances. Web 
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Repository
Taxonomy Browsing

Type of taxonomy Scope of taxonomy Size of taxonomy Depth of taxonomy

UDDI
Standard classification 

schemes
Industry/product sector 16,000 5

WebServiceX Lightweight ambiguous 7 1

WebServiceList Lightweight ambiguous 17 1

Xmethods None None None None

RemoteMethods Lightweight ambiguous 45 2

Woogle Lightweight ambiguous 42 3

<Table 3> Summary of Taxonomy Browsing in Public Web Services Repositories

services repositories seldom use Web service tax-
onomies due to the cost of acquiring and main-
taining them. The high cost is mainly due to the 
size of Web services repositories. They often 
contain a couple hundred services. Building ex-
tensive and balanced Web service taxonomies for 
these services requires a considerable amount of 
manual effort. Therefore, there is a need for an 
integrated framework that (semi-)automatically 
generates a well-balanced Web service taxonomy 
reflecting both the content and the functionality 
types provided by the Web services. <Table 3> 
summarizes the different characteristics of taxon-
omy browsing in the public Web services reposi-
tories.

As listed in <Table 1>, we encountered only 
two cases (RemoteMethods and Woogle) that at-
tempt to combine searching and browsing simul-
taneously to improve the precision of the search 
results, two cases (UDDI and WebServiceList) 
that support both searching and browsing sepa-
rately, and two cases (WebServiceX and Xme-
thods) that support either a simple list of Web 

services or lightweight service taxonomy-based 
browsing only. 

Consequently, the situation of public Web 
services repositories can be summarized as fol-
lows：

1. Simple content accessing methods are 
used; two repositories support token-level 
query-based search, one repository pro-
vides advanced search options, and two 
repositories allow users to combine sear-
ching and browsing simultaneously.

2. Insufficient Web service taxonomies are 
used for browsing Web services; large in-
dustry/product standard classification scheme- 
based Web service taxonomies are too 
large for both service providers and con-
sumers, while lightweight Web service tax-
onomies are ambiguously created and popu-
lated with instances.

3. There is a lack of an integrated framework 
for generating a Web service taxonomy that 
reflects both the content and the function-
ality types provided by the Web services.



Empirical Research on Search model of Web Service Repository

지능정보연구 제16권 제4호 2010년 12월  179

<Figure 2> Overview of Iterative SOM Cluster Analysis

3. Web Service Taxonomy Generation 
Framework

In this chapter we present our Web service 
taxonomy generation framework based on the 
Web service organizing framework, which was 
discussed in (Hwang, 2010). By extensively ob-
serving the contents of the WSDL files, we are 
able to identify the two categories of semantics 
that can be inferred from the WSDL file. (1) 
Domains of Activity (what a service deals with) 
and (2) Types of Functionality (what a service 
does) 

We observed that some of the nouns in the 
list of index terms for a given WSDL file de-
noted the domains of activity while the verbs 
indicated the functionality of the service. For 
example, the nouns bank, account, route, num-

ber, ATM, and location denoted the domain of 
activity. The verbs validate, find, retrieve, and 
match indicated the functionality of the Web 
service.

3.1 Iterative Clustering Analysis Method

In our Web service taxonomy generation 
framework, we utilize the SOM clustering algo-
rithm as a core module to semi-automatically 
generate Web service taxonomies. SOM cluster-
ing algorithm generates a two-dimensional map 
which contains a number of clusters; each clus-
ter may contain a number of semantically re-
lated Web services. Within the SOM map, a 
larger cluster means more Web services are in 
that classification. Adjacent clusters are more 
similar in content than nonadjacent clusters. 
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<Figure 1> illustrates an overview of the iter-
ative SOM cluster analysis method for con-
structing hierarchical relationships between se-
mantically related regions. In <Figure 1>, each 
row represents either cluster analysis or seman-
tically related region selection, while each col-
umn describes the output of each process in the 
iterative SOM cluster analysis method. Row 1 
and Column 1 in <Figure 1> represent an initial 
SOM category map (SOM Map 1 in <Figure 1>) 
with all Web services in our common reposi-
tory. Once the user generates the initial SOM 
category map, the user can explore the charac-
teristics of various clusters within the SOM cat-
egory map by utilizing the Region Selector in 
our prototype system. The Region Selector al-
lows the user to select semantically related clus-
ter(s) within the SOM category map and save 
them as semantically related regions. Row 2 and 
Column 2 illustrate a semantically related region 
defined by the user (i.e., Region 1 in Figure 2) 
within the initial SOM category map (SOM 
Map 1). 

After defining the semantically related region, 
the user re-runs the SOM clustering algorithm 
to visualize the subset (i.e., the Web services 
within Region 1) within a new SOM category 
map (SOM Map 1-1). This process is repre-
sented in Row 3 and Column 1 in <Figure 1>. 
The user then repeats the semantically related 
region selection process by using the Region 
Selector within the newly generated SOM cat-
egory map (SOM Map 1-1). In this example, 
the user defines two semantically related regions 

(Region 1-1 and Region 1-2) within the newly 
generated SOM category map. The user can re-
peat these steps to define a number of semanti-
cally related regions within the newly generated 
map until no further classification is necessary. 
By performing such an iterative cluster analysis, 
the user can construct a hierarchical relationship 
between the semantically related regions within 
the parent SOM category map and the semanti-
cally related regions within the newly generated 
child SOM category map. 

3.2 Descriptive Label Generation Method

To provide users with a more comprehensive 
Web service taxonomy, the internal Web service 
taxonomy units should be labeled with some con-
cise names. We found that the labels of subject 
categories in the existing public Web services re-
positories are assigned in ambiguous ways; some 
describe domains of activity (e.g., business and 
economy) and others describe types of function-
ality (e.g., validation). Therefore, there is a need 
to have a consistent way of assigning descriptive 
labels for subject categories. 

Before we present details of our descriptive 
label generation method for Web service taxon-
omies, we provide an overview of the prior re-
search on generating labels on cluster analysis. 
Although it is essential to label clusters, few 
works have really dealt with this (Muller et al., 
1999; Honkela et al., 1997; Lawrie et al., 2001; 
Glover et al., 2002; Popescul and Ungar, 2000; 
Merkel and Rauber, 1999). The existing re-
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<Figure 3> Descriptive Label for Semantically Related Region

search on generating descriptive labels on clus-
ters can be classified into two approaches：sim-
ple term frequency analysis-based approach and 
statistical analysis-based approach.

The simple term frequency analysis-based ap-
proaches rely on the × heuristic for iden-
tifying the index terms that best characterize the 
objects (i.e., documents) mapped on a particular 
SOM map unit. The work of Honkela et al. per-
haps marks the first attempt to generate descrip-
tive labels for the clusters of a SOM map 
(Honkela et al., 1997). Honkela et al. analyzed 
the co-occurrence of words in a document and 
generated a word category map which is further 
used to represent the various documents con-
tained in the text archive. In (Muller et al., 1999) 
the cluster labels were chosen as the n most fre-
quent terms in the cluster. Merkl and Rauber pro-
posed a straightforward way for assigning labels 
to the units of a SOM map by utilizing term fre-
quency analysis within the context of a TIME 
magazine document collection (Merkel and Rauber, 

1999). Lawrie et al. extracted salient words and 
phrases of the instances in a cluster from re-
trieved documents to organize them hierarchi-
cally using a type of co-occurrence known as 
subsumption (Lawrie et al., 2001).

The statistical analysis-based approaches rely 
on the statistical analysis for detecting non-de-
scriptive words in hierarchically organized clus-
ters. Glover et al. inferred hierarchical relation-
ships and descriptive labels by employing a stat-
istical model they created to distinguish between 
the parent, self, and child features in a set of 
documents (Glover et al., 2002). Popescul and 

Ungar proposed to use the statistical test  to 
detect differences in word distribution across the 
hierarchy (Popescul and Ungar, 2000). At each 
cluster node in the hierarchy, starting from the 

root, the  test is used to detect a set of words 
that is equally likely to occur in any sub-cluster 
of the current node. Those words are considered 
to be non-descriptive terms and thus are removed 

from every sub-cluster. After the  test is used 
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to remove non-descriptive words from every 
cluster node, the algorithm labels each cluster 
with the list of the remaining words at the cluster 
node ranked by the word frequency.

Our descriptive label generation method relies 
on both the × heuristic for sorting index 
terms and the hierarchical relationships among 
semantically related regions (parent, self, and 
child) within SOM maps. As shown in Figure 3, 
each descriptive label for a semantically related 
region consists of two parts：domains of activity 
and types of functionality. The portion of the 
descriptive label that describes domains of ac-
tivity is defined with a list of nouns (i.e., repre-
sented as upper case letters), while the portion 
of the descriptive label that describes types of 
functionality is defined with a list of verbs (i.e., 
represented as lower case letters). 

In order to assign descriptive labels for se-
mantically related regions, we define two de-
scriptive label generation processes based on 
where the index terms are collected：(1) initial 
descriptive label generation process and (2) bot-
tom-up fashioned label refining process. The in-
itial descriptive label generation process in-
volves the semantically related region selection 
process. Once the user defines a semantically 
related region within a SOM category map, the 
Region Selector provides the list of index terms 
that is sorted with the × heuristic. In 
this process, the index terms are collected from 
the Web services within the semantically related 
region. In the sorted list of index terms, more 
representative index terms appear at the top of 

the list. By referring to the sorted list of index 
terms, the user can assign a descriptive label for 
the newly defined semantically related region.

The bottom-up fashioned label refining proc-
ess involves the child regions of the semanti-
cally related regions. In this process, the index 
terms are collected from the descriptive labels 
of the child regions, not from the Web services 
within the semantically related region. The user 
then re-assigns the descriptive label for the se-
mantically related region based on the sorted 
list of index terms. Since the index terms from 
the descriptive labels of the child regions are 
more concise and precise than the index terms 
from the Web services within the semantically 
related region, the user can assign the descrip-
tive label that reflects the capabilities of the as-
sociated child regions. 

4. Experimental Design 

We now describe our laboratory experiment 
that evaluates the performance of different Web 
service search models. Our evaluation objectives 
were twofold：(1) to evaluate the usability of 
different Web service search models and (2) to 
evaluate how the tools (the WebServSOM gen-
erated taxonomies and SOM category map) are 
used to help browsing for Web service discovery.

Forty two human subjects participated in the 
experiment. Most of the subjects were under-
graduate students who are majoring in the 
Management Information Systems (MIS). Most 
of them possess fairly good computer skills and 
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Search Strategy Description

Keyword searching (K)
Keyword searching interface allows users to search within service name 
and documentation.

Keyword searching + Tree-based category 
browsing (KC)

Users can search Web services by using either keyword searching or 
hierarchical category browsing. System allows users to perform keyword 
searching within a specific category.

SOM generated category map browsing + 
Keyword searching + Tree-based category 

browsing (MKC)

Users can search Web services by using all three searching interfaces：
SOM generated category map browsing, Keyword Searching, and 
Tree-based Category Browsing.

<Table 5> Summary of Experimental Settings

Attribute Subjects’ Profiles

Gender 27 subjects are male and 15 are female

Education Level
30 subjects are undergraduate students, 4 subjects have earned a bachelor’s degree, and 
8 subjects did not provide education information

Computer Skill
20 subjects described themselves as expert in their computer skills, 18 subjects described 
themselves as intermediate in their computer skills, and 4 subjects described themselves as 
basic in their computer skills. 

<Table 4> Subjects’ Profiles

are familiar with Web search interfaces (keyword 
searching and tree-based category browsing). No 
subjects have any prior experience with SOM 
generated category map browsing and visual-
ization tools. However, a training session was 
given to all subjects before they conducted 
search tasks. The training session includes：(1) 
the introduction of Web services and service-ori-
ented computing, (2) the introduction of the cat-
egory map and its characteristics, (3) a 15-minute 
practice session to allow subjects to get familiar 
with the tools. <Table 4> summarizes the sub-
jects’ profiles.

There were three experimental setups of the 
Web service search strategies：(1) keyword sear-
ching (K), (2) a combination of keyword search-
ing and tree-based category browsing (KC), and 

(3) a combination of keyword searching, tree- 
based category browsing, and SOM generated 
category map browsing (MKC). Each experi-
mental setup was implemented with Java Servlet 
technology and an Oracle 10g Enterprise server. 
The keyword searching interface consists of an 
HTML page, which allows users to provide key-
word terms and specify the Boolean operators, 
and the corresponding Java Servlet, which proc-
esses the keyword terms from the HTML page, 
retrieves the Web services from the Oracle 10g 
Enterprise server, and summarizes the search re-
sults into a single HTML page. Tree-based cate-
gories for Web services were generated by utiliz-
ing the iterative cluster analysis method dis-
cussed in Section 4. The labels for the tree-based 
categories were manually assigned by a human 
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Independent 
Variables

Dependent Variables

Search Interface：
includes K, KC, and 
MKC

Objective 
Performance 
Measures

            Number of relevant operations identified by the subject
Precision = ──────────────────────────
              Number of all operations identified by the subject

          Number of relevant operations identified by the subject
Recall = ───────────────────────────
           Number of relevant operations identified by the expert

              2×Recall × Precision
F-measure = ───────────
                Recall + Precision

Efficiency was measured by the time that participants spent on the search tasks 
using a search interface.

Subjective 
Preference 
Measures

Subjective preferences  were measured by two survey constructs：perceived 
usefulness and perceived ease of use.

<Table 6> Independent Variables and Dependent Variables

expert. The tree-based category browsing was in-
corporated with the keyword searching interface 

with JavaScript.

In order to incorporate SOM generated cat-
egory maps into the tree-based category brows-
ing interface, we first created SOM category 
maps by using an SOM clustering tool. We then 
saved the SOM category maps as JPEG image 
files and processed them with image map gen-
eration software, which allows us to add hyper-
links within JPEG images. After processing the 
JPEG image files with the image map gen-
eration software, we added them into the 
tree-based category browsing interface.

During the experiment, each subject used all 
three setups to perform the searching tasks. The 
order in which the system was used was ran-
domly assigned to the human subjects to avoid 
bias due to system sequence. We created 25 
sample search tasks based on the 674 WSDL 
files that were collected from Web services 
repositories. Each subject was required to per-

form three search tasks using each system. A 
time limit of 10 minutes was imposed on each 
search task. During the experiment, a subject’s 
interaction with the system was recorded as an 
AVI file. By analyzing the AVI file for each 
subject, we captured a given subject’s detailed 
activity such as number of clicks, number of 
search attempts, selection of keywords, and time 
to accomplish the search task. After finishing 
the search tasks with a system, a subject rated 
the system on its usability.

According to (Nielsen and Levy, 1994), meas-
urable usability parameters fall into two broad 
categories：subjective preference measures and 
objective performance measures. The subjective 
preference measures assess how much the users 
like to use the system, while the objective per-
formance measures indicate how capable the 
users are at using the system. To measure sub-
jective preference measures, we identified two 
constructs from the existing usability ques-
tionnaires frequently employed in the IS field 
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 Sum of Squares df Mean Square F Sig.

Precision Between Groups 0.775 2 0.387 25.210 0.000

 Within Groups 1.890 123 0.015   

 Total 2.665 125    

Recall Between Groups 0.024 2 0.012 8.333 0.000

 Within Groups 0.177 123 0.001   

 Total 0.201 125    

F-measure Between Groups 0.527 2 0.264 27.500 0.000

 Within Groups 1.179 123 0.010   

 Total 1.706 125    

Efficiency Between Groups 31774.737 2 15887.369 10.936 0.000

 Within Groups 178696.762 123 1452.819

 Total 210471.499 125

<Table 7> ANOVA Test Results of Objective Performance Measurements

(Lewis, 1995; Davis, 1989). The two constructs 
for the subjective user preference measures con-
sisted of perceived usefulness of the system and 
perceived ease of use of the system. In this study, 
there are four objective performance measures：
precision, recall, F-measure, and efficiency. They 
have been widely used in service discovery re-
search studies (Wu and Wu, 2005; Dong et al., 
2004; Wang and Stroulia, 2003; Platzer and 
Dustdar, 2005). The precision measures “how 
well the search interface helps the users find rele-
vant services by providing less wrong 
information.” The recall measures “how well the 
search interface helps the users find relevant 
services by providing more correct information.” 
The efficiency measures “To what extent can the 
search interface help the user minimize the 
search task completion time?” <Table 6> sum-
marizes the independent variables and dependent 
variables in our experiment. 

5. Statistical Analysis and 
Experimental Results

After obtaining performance measures, we 
used the ANOVA and Tukey’s post hoc analy-
ses to test whether the performance measures of 
different experimental settings were significantly 
different. To evaluate the effectiveness of three 
different experimental settings, we used the four 
objective performance measures (i.e., precision, 
recall, F-measure, and efficiency).

<Table 7> summarizes the ANOVA test re-
sults, showing significant differences in all four 
objective performance measures across different 
experimental settings. For instance, the F-ratio 
of precision is 0.387 and p-value is 0.000. This 
means that the difference between the precision 
of the three different experimental settings is 
significant at the level of 0.000. Since there is a 
significant difference among the different ex-
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N Subset for alpha = .05

Measure Index  1 2

Precision

K 42 0.592

KC 42 0.771

MKC 42 0.799

Sig.  1.000 0.954

Recall

MKC 42 0.429

KC 42 0.387

K 42 0.154

Sig. 0.881 1.000

F-measure

MKC 42 0.515

KC 42 0.497

K 42 0.258

Sig. 0.981 1.000

Efficiency

K 42 124.111

KC 42 150.254

MKC 42 162.127

Sig. 1.000 .327

<Table 8> Summary of Tukey’s Post Hoc Tests with Objective Performance Measures

perimental settings, we conducted Tukey’s post 
hoc test to determine exactly which means are 
significantly different from which other ones.

<Table 8> lists the Tukey’s post hoc test re-
sults with the three effectiveness measures. In 
terms of precision, the Tukey’s post hoc test 
grouped the three different experimental settings 
into two homogenous subsets in the following 
order：MKC, KC > K. In terms of recall, the 
Tukey’s post hoc test classified the three differ-
ent experimental settings into two homogenous 
subsets in the following order：MKC, KC > K. 
In terms of F-measure, the Tukey’s post hoc 
test organized the three different experimental 
settings into two homogenous subsets in the fol-
lowing order：MKC, KC > K. Based on these 
findings, we concluded that there was no sig-

nificant difference between the combined key-
word searching and tree-based category brows-
ing (KC), and the combined keyword searching, 
tree-based category browsing, and SOM gen-
erated category map browsing (MKC). However 
the combined multiple search strategies (MKC 
and KC) outperformed the simple keyword 
searching (K) across all three effectiveness 
measures. In terms of efficiency (i.e., time re-
quirements), the Tukey’s post hoc test grouped 
the three different experimental settings into two 
homogeneous subsets in the following order：
MKC, KC > K. This finding confirms that using 
SOM generated category map browsing did not 
significantly increase the time required for Web 
service searching. 

To evaluate the usability of the three Web 
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Sum of Squares df Mean Square F Sig.

Usefulness
Between Groups 236.317 2 118.159 144.317 .000

Within Groups 90.881 111 0.819

Ease of Use
Between Groups 0.320 2 0.160 0.133 .875

Within Groups 133.328 111 1.201

<Table 10> ANOVA Test Results of Subjective Preference Measures

a 
The range of rating is from 1 to 7 with 1 being the best.

 N Mean
Std. 

Deviation

95% Confidence Interval for Mean
Minimum Maximum

Lower Bound Upper Bound

Usefulness

K 38 4.733a 1.347 4.290 5.175 2.330 7.000

KC 38 1.737
a

0.594 1.542 1.932 1.000 4.000

MKC 38 1.623
a

0.5380 1.446 1.800 1.000 2.830

Total 114 2.697 1.702 2.382 3.013 1.000 7.000

Ease of 
Use

K 38 1.904
a

1.013 1.571 2.237 1.000 6.000

KC 38 1.776a 1.366 1.327 2.225 1.000 6.500

MKC 38 1.820a 0.843 1.543 2.097 1.000 6.000

Total 114 1.833 1.088 1.632 2.035 1.000 6.500

<Table 9> Descriptive Statistics of Subjective Preference Measures

service search strategies, we used two perform-
ance measures：perceived usefulness and per-
ceived ease of use. <Table 9> shows the average 
rating on the perceived usefulness and the per-
ceived ease of use for each setting. We con-
ducted the ANOVA test for the two performance 
measures to see if there is any significant differ-
ence between different experimental settings.

<Table 10> summarizes the ANOVA test re-
sults, showing significant difference in the per-
ceived usefulness across three different ex-
perimental settings. It also shows that there is 
no significant difference in the perceived ease 

of use. Based on the result of the ANOVA test 
for the perceived ease of use, we conclude that 
all three Web service search strategies achieved 
the same level of perceived ease of use. Since 
there is a significant difference in the perceived 
usefulness among the different experimental set-
tings, we conducted Tukey’s post hoc analysis 
with the perceived usefulness to determine ex-
actly which means are significantly different 
from which other ones.

<Table 11> lists the Tukey’s post hoc analy-
sis result based on the perceived usefulness of 
the three different experimental settings. The 
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Tukey’s post hoc test grouped the three differ-
ent experimental settings into two homogeneous 
subsets in the following order：KC, MKC > K. 
The result of the Tukey’s post hoc analysis re-
veals that the participating human subjects’ per-
ception was that the combined multiple search 
strategies (i.e., KC and MKC) were more useful 
than the keyword searching (K). Based on the 
results of our experiment with three different 
Web service search strategies, we found the fol-
lowing：

Index N 
Subset for alpha = .05

1 2

MKC 38 1.623

KC 38 1.737

K 38 4.733

Sig. .847 1.000

  <Table 11> Tukey’s Post Hoc Test Result with 
Perceived Usefulness

• The combined multiple Web service search 
strategies (MKC and KC) outperformed the 
keyword searching (K) in terms of ob-
jective performance measures (precision, 
recall, F-measure and time cost). 

• The SOM generated category map brows-
ing did not significantly increase the time 
required for Web service searching.

• The participating human subjects’ percep-
tion was that the combined multiple search 
strategies (MKC and KC) were more useful 
than keyword search (K).

• There was no significant difference in the 

perceived ease of use across the three dif-
ferent Web service search strategies.

6. Conclusion

Web services are becoming more and more 
popular in both the industry and academic 
research. The relevant problems include the mod-
eling, communication, composition, discovery, 
verification and monitoring of Web services. 
Prior to the research on these problems we have 
to know what kind of Web services search mod-
els actually exist and what search model is re-
quired for effective Web service discovery. 

In this article we presented an empirical evalu-
ation that compares the usability of different 
search models in Web service repositories. In our 
evaluation methodology, we compared usability 
of different search models in terms of objective 
performance measures and subjective perform-
ance measures. Our findings suggest that the 
combined multiple Web service search models 
outperformed the simple keyword searching 
while the SOM generated category map browsing 
did not significantly increase the time required 
for Web service searching. In addition, the par-
ticipating human subjects expressed that the com-
bined multiple search models were more useful 
than simple keyword search model. In closing 
there is a gap between the traditional Web serv-
ice search models, which are employed in most 
exiting Web service repositories, and a desirable 
Web service search model. Consequently, the 
findings from this study reveal that our combined 
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multiple search model fills the gap between 
them.
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Abstract

웹서비스 저장소의 검색기법에 관한 실증적 연구

1) 황유섭*

월드와이드웹 (WWW)은 유용한 정보를 포함하는 자료들의 집합에서 유용한 작업을 수행할 수 

있는 서비스들의 집합으로 변화하고 있다. 새롭게 등장하고 있는 웹서비스 기술은 향후 웹의 기술

적 변화를 추구하며 최근 웹의 변화에 중요한 역할을 수행할 것으로 기대된다. 웹서비스는 어플리

케이션 간의 통신을 위한 호환성 표준을 제시하며 기업 내/외를 아우를 수 있는 어플리케이션 상호

작용 및 통합을 촉진한다. 웹서비스가 서비스 지향 컴퓨팅환경으로서 운영하기 위해서는 웹서비스 

저장소가 완성도 높게 구축되어 있어야 할 뿐 아니라, 사용자들의 필요에 맞는 웹서비스 컴포넌트

를 찾을 수 있는 효율적인 도구들을 제공하여야 한다. 서비스 지향 컴퓨팅을 위한 웹서비스의 중요

성이 증대됨에 따라 웹서비스의 발견을 효율적으로 지원할 수 있는 기법의 수요 또한 증대된다. 다

수의 웹서비스 저장소들은 웹서비스 분류체계 및 검색기법들을 제안하여 왔지만, 대부분의 분류체

계와 기존의 검색기법들은 실질적으로 활용하기에는 제대로 발달하지 못하였거나 지속적이고 체계

적으로 관리하기에 너무 어려운 단점을 갖고 있다.

이 논문에서는 인공신경망 기반 군집화 기법과 XML 기반의 웹서비스 기술표준인 WSDL의 의미

적 가치를 활용하여 웹서비스 분류체계 생성 프레임워크를 통한 복합 검색기법을 제안한다. 이 논

문에서 인공신경망을 활용하여 제안하는 웹서비스 분류체계 생성 프레임워크는 실증적인 프로토타

입 시스템으로 개발하였으며, 실제 운영되고 있는 웹서비스 저장소로부터 획득한 실제 웹서비스들

을 사용하여 제안하는 웹서비스 복합 검색기법을 실증적으로 평가하였다. 또한 제안하는 방식의 효

용성을 보여주는 의미 있는 실험결과를 보고한다.

Keywords : 웹서비스, 시맨틱, 검색기법, 웹서비스 발견, 실증연구, 설문, 시스템 유용성, 인공신경망
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