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#### Abstract

In this paper, we survey the parallel machines scheduling problem with GoS eligibility constraints so as to minimize the makespan. Our survey covers off-line, online and semi-online scheduling problems. In the case of online scheduling, we only focus on online scheduling one by one. Hence we give an introduction to the problem and present important results of the problem.
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## 1. Introduction

In practical situations, all machines may not be suitable for processing of jobs. The service provision problem in service industry is a good example of such cases (Hwang et al., 2004). In service industry, service provider provides differentiated services to the customers according to their promised grade of service ( GoS ) levels, resulting in an assignment restriction. As another examples, the load balancing with various server topologies arise a restricted assignment as well (Azar et al., 1994; Azar et al., 1995; Bar-Noy et al., 2001). The problem which deals with such situations is called scheduling problem with eligibility constraints, which have been studied extensively by computer scientists, operations researchers and mathematicians and so on (Leung and Li, 2008). In this problem, each job can be processed only by a machine in a jobdependent subset of the set of all machines, which is referred to as the eligible set of the job.
The scheduling problem with eligibility constraints can be stated as follows: We are given a set of $n$ jobs denoted by $J=\{1,2, \cdots, n\}$ to be processed on $m$ identical parallel
machines denoted by $M=1,2, \cdots, m$. Each job has a processing time and a set of machines $M_{j} \subseteq M$ to which it can be assigned. The objective is to minimize the maximum completion time (makespan). In this problem, there are some special eligibility constraints which is structured based on the relationship between jobs and machines. For example, Grade of Service (GoS) eligibility constraints, nested eligibility constraints, interval eligibility constraints and general eligibility constraints and so on (Azar et al., 1995; Bar-Noy et al., 2001; Glass and Kellerer, 2007; Huo and Leung, 2010; Hwang et al., 2004; Leung and Li, 2008; Lin and Li, 2004; Lim et al., 2010a). The GoS eligibility constraints have the property that for any two jobs $j$ and $k$, either $M_{j} \subseteq M_{k}$ or $M_{k} \subseteq M_{j}$ (Bar-Noy et al., 2001; Hwang et al., 2004). There are some research on this eligibility with different name of inclusive eligibility constraints. Another eligibility is nested eligibility constraints which is mentioned by Pinedo (Pinedo, 1994). The nested eligibility implies that for pair $M_{j}$ and $M_{k}$, either $M_{j} \cap M_{k}=\varnothing$, or $M_{j} \subseteq M_{k}$, or $M_{k} \subseteq M_{j}$ (Glass and Kellerer, 2007; Huo and Leung, 2010). For the interval eligibility constraints, eligible set of the job can be expressed by a set of consecutive machines in a linear ordering of machines

[^0](Bar-Noy et al., 2001; Lin and Li, 2004). Moreover, the general eligibility constraints means that $M_{j}$ is an arbitrary non-empty subset of $M$ (Azar et al., 1995; Lim et al., 2010a).

In this paper, we only focus on the parallel machines scheduling problem with GoS eligibility constraints which is introduced by Hwang et al. (2004). Formally, we are given a set of $n$ jobs to be scheduled on $m$ machines. The $i$-th machine, $j$-th job and its required processing time are denoted by machine $i, \mathrm{job} j$ and $p_{j}$, respectively. Also, the grade of service assigned to job $j$ is denoted by $g_{j}$, which is specified to indicate that the job may be processed by machine 1 through machine $g_{j}$. The objective is to assign each job to one of its eligible machines while minimizing the maximum completion time (makespan).

An application of the scheduling with GoS eligibility constraints in the service industry is provided by Hwang et al. (2004). Another application of the problem is the assignment of computer programs to multiple processors with memory constraints, where a job can only be assigned to a processor with memory capacity no less than the job's memory requirement (Kafura and Shen, 1977). Ou et al. describe an application in loading and unloading cargoes of a vessel, where there are multiple non-identical loading/unloading cranes working in parallel (Ou et al., 2008). The cranes have identical operating speed but different weight capacity limits. Each piece of cargo can be handled by any crane with a weight capacity limit no less than the weight of the cargo. Besides, Bar et al. mention diverse applications such as assigning classes of service to calls in communication networks, routing queries to hierarchical databases, signing documents by ranking executives, and upgrading classes of cars by car rental companies and so on (Bar-Noy et al., 2001).

The rest of this paper is organized as follows. We survey off-line scheduling and online scheduling with GoS eligibility constraints in Section 2 and Section 3, respectively. In Section 3 , we survey semi-online scheduling under GoS eligibility constraints. Finally, we suggest future directions of research.

## 2. Off-line Scheduling Problem

In this section, we survey off-line scheduling problem. A scheduling problem is referred to as off-line scheduling problem if full information of jobs to be scheduled is completely known in advance. In off-line scheduling, the quality of algorithm $A$ is usually measured by its worst-case performance ratio defined as

$$
R(A)=\sup \left\{\frac{\mathrm{z}^{\mathrm{A}}}{\mathrm{z}^{*}}\right\}
$$

, where $z^{A}$ and $z^{*}$ are the makespan for the algorithm $A$
and the optimum makespan, respectively.
Since identical parallel machines scheduling is NP-hard in the strong sense, our problem is strongly NP-hard as well (Garey and Johnson, 1979). Hence many researchers have designed approximation algorithms for our problem with increasingly better worst-case ratios. Hwang et al. develop a "lowest grade-longest processing time first" (LG-LPT) algorithm for off-line scheduling under GoS eligibility constraints (Hwang et al., 2004). The LG-LPT algorithm initially sorts the jobs such that increasing order of grade and then decreasing order of processing times when a tie happens. Then the algorithm assigns sorted jobs one after another to the least loaded machine among eligible machines. Although Hwang et al. do not state the time complexity of their algorithm in their paper, its time complexity is $O(n \log n+(n+m)$ $\log m)$.

Theorem 1 :(Hwang et al., 2004) For scheduling under GoS eligibility constraints, LG-LPT yields a schedule with its makespan.
(a) The algorithm has a tight bound of $\frac{5}{4}$ for two machines.
(b) The algorithm has a tight bound of $2-\frac{1}{m-1}$ for more than three machines.

In fact, our problem is same to the problem of assigning of computer programs to multiple processors with memory constrains which is introduced by Kafura and Shen (Kafura and Shen, 1977). Kafura and Shen develop a "largest-memory-time-first" (LMTF) algorithm, which is the same as the LGLPT algorithm. They obtain the same results as Hwang et al.. Later, Glass and Kellerer give an improved algorithm with a worst-case ratio at most $\frac{3}{2}$ for $m$ machines (Glass and Kellerer, 2007). Their algorithm has a running time of $O(\mathrm{~nm}$ $\log m)$. Ou et al. develop a $\frac{4}{3}+\epsilon$-approximation algorithm for our problem with a running time of $O((n+m)(\log n$ $m) \log \frac{1}{\epsilon}$ ), where $\epsilon$ is a positive constant which can be set arbitrarily close to zero (Ou et al., 2008). They also design a polynomial time approximation scheme (PTAS) for with a running time $O\left(m n^{\kappa(\epsilon)} \log P_{\text {sum }}+m \log m\right)$, where $P_{\text {sum }}$ $=\sum_{j=1}^{n} p_{j}$ and $\kappa(\epsilon)=2+\frac{8}{\epsilon} \log _{2} \frac{4}{\epsilon}$. Recently, Li and Wang study a scheduling problem with GoS eligibility constraints and job release times (Li and Wang, 2010). They also develop a polynomial time approximation scheme (PTAS) for their problem, as well as a fully polynomial time approximation scheme (FPTAS) for the case in which the number of machines is fixed. Clearly, their PTAS and FPTAS can be applied to the scheduling under GoS eligibility constraints.

Theorem 2 : (Li and Wang, 2010; Ou et al., 2008) There exists a polynomial time approximation scheme (PTAS) for scheduling with GoS eligibility constraints.

Ji and Cheng design FPTAS for the scheduling under a GoS provision where the number of machines is fixed ( Ji and Cheng, 2008). The time complexity of their algorithm is $O$ $\left(n^{m+1} L^{m+1} / \epsilon^{m}\right)$, where $L=\log \left(\operatorname{maxn}, 1 / \epsilon, \mathrm{p}_{\max }\right)$ and $p_{\text {max }}$ is the largest processing time of jobs. Later, Woeginger give a simple alternative proof for the Ji and Cheng (Woeginger, 2009). More recently, Li et al. present a new FPTAS for the problem (Li et al., 2009).
Note that the identical parallel machines scheduling with GoS eligibility constraints is a special case of the unrelated parallel machines scheduling. We can set the processing time of job $j$ on machine $i$ to be $p_{j}$ if $i \in M_{j}$ and $\infty$ otherwise. Horowitz and Sahni, Jansen and Porkolab, Efraimidis and Spirakis, and Fishkin et al. independently present different FPTASs for the unrelated parallel machines scheduling (Horowitz and Sahni, 1976; Jansen and Porkolab, 2001; Efraimidis and Spirakis, 2006; Fishkin et al., 2008).

Theorem 3 : (Ji and Cheng, 2008; Woeginger, 2009; Li et al., 2009) For scheduling with GoS eligibility constraints, there exists a fully polynomial-time approximation scheme (FPTAS) for the case where $m$ is fixed.

Here, we give an introduction to a special case of the problem of scheduling with GoS eligibility constraints, that is the scheduling problem with two GoS levels. This problem is first proposed by Zhou et al. and can be stated as follows (Zhou et al., 2007) : We are given a set of $n$ jobs and $m$ identical machines. Each job $j$ is labeled with the GoS level of $g_{j}$ and each machine $i$ is also labeled with the GoS level of $g(i)$. Moreover, $g(i)$ is equal to 1 or 2 for all $1 \leq i \leq$ $m$ and $g_{j}$ is also equal to 1 or 2 for all $j$. Without loss of generality, we assume that GoS levels of the first $k$ machines and the last $m-k$ machines are 1 and 2 , respectively. If $k=m$, then the problem can be reduced to the online scheduling on parallel identical machines.
For the off-line scheduling problem with two GoS levels, Zhou et al. present an algorithm with worst-case ratio of $\frac{4}{3}+\left(\frac{1}{2}\right)^{r}$, where $r$ is the desired number of iteration (Zhou et al., 2007)). Recently, Li et al. design a PTAS for scheduling with two GoS levels (Li et al., 2009).

## 3. Online Scheduling Problem

In this section, we survey online scheduling problem. Sche-
duling researchers are based on the assumption that knows all information on the jobs in advance. Hence, the majority of topic in scheduling problem is off-line scheduling problem. In practical situations, however, scheduler may start scheduling jobs with limited information of jobs in the beginning and more information is revealed later. For this reason, the online scheduling problem naturally have been arisen. In the literature on scheduling theory, online scheduling problems are classified as online scheduling one by one and online scheduling over time (Lee et al., 2010).

## - Online scheduling one by one

In online scheduling one by one, all jobs can be scheduled at any time and arrive at time $t=0$, but are presented to the scheduler one at a time. The scheduler will schedule the jobs one at a time, and the scheduling decisions are irrevocable. Thus, the scheduler only knows the information of the current job while it does not know any information of the next job nor even its existence.

## - Online scheduling over time

In online scheduling over time, the jobs have different release times, but the scheduler has no information about release times of the jobs. When a job arrives, the scheduler only knows about the job at its release time. Moreover, the scheduler does not have to schedule the job immediately once it is given to the scheduler and it may wait for the next job. Therefore, at any moment of time, the scheduler may have several unscheduled jobs.

In the study of the online scheduling problem, an online algorithm $A$ is said to have competitive ratio of $\rho$ (or to be $\rho$ -competitive), if for every online problem instance it is guaranteed that the makespan of the schedule generated by the algorithm is never more than $\rho$ times the optimum makespan of the off-line version of the same problem. Hence, $\rho$ may well be referred to as the upper bound of the algorithm. On the other hand, we say that an online scheduling problem has a lower bound of $\rho^{\prime}$ if no deterministic online algorithm can have a competitive ratio smaller than $\rho^{\prime}$. Then, an algorithm for an online scheduling problem is said to be optimal if the upper bound of the algorithm is equal to the lower bound of the online scheduling problem (i.e., $\rho=\rho^{\prime}$ ).

In this paper, we only survey online scheduling one by one. The online scheduling with GoS eligibility constraints is first analyzed by Bar-Noy et al. (2001). (Also in Crescenzi et al., 2004) They also propose an online algorithm with a constant competitive ratio, as stated in the next theorem :

Theorem 4 : (Bar-Noy et al., 2001) There is an online algorithm for scheduling with GoS eligibility constraints with a competitive ratio of $e+1 \approx$ 3.718 , where $e(\approx 2.718)$ is the base number of natural logarithm. The same algorithm gives
a competitive ratio of $e \approx 2.718$ if all jobs have unit length.

For scheduling of two machines, Jiang et al. and Park et al. independently develop an optimal algorithm with a competitive ratio of $\frac{5}{3}$ (Jiang et al., 2006; Park et al., 2006). Recently, Lim et al. design an optimal algorithm which is yet another alternative which seems to be the most intuitive and simple (Lim et al., 2010b). In fact, this problem is relation to the GoS scheduling on uniform machines is introduced by Chassid and Epstein (2008). In the GoS scheduling on two uniform machines, machines are provided with different capability, i.e., the one with speed $s$ can schedule all jobs, while the other one with speed 1 can only process partial jobs. Indeed, we have $g_{j}=1$ if job $j$ may run only on the machine 1 and $g_{j}=2$ if it can run on machine 1 and machine 2. Liu et al. show that two lower bounds of the competitive ratio for different speeds $s$ and propose two algorithms (Liu et al., 2009). However, their results contains an error which is discovered by Lee et al. (2009). Thus, Lee et al. provide tighter lower bounds and present algorithms with worst-case analysis for various ranges of machine speeds (See <Table $1>)$. Tan and Zhang propose an optimal algorithm with competitive ratio

$$
\begin{cases}\min \left\{1+\mathrm{s}, 1+\frac{1+\mathrm{s}}{1+\mathrm{s}+\mathrm{s}^{2}}\right\} & \text { for } 0<s<1 \\ \min \left\{1+\frac{1}{\mathrm{~s}}, 1+\frac{2 \mathrm{~s}}{1+\mathrm{s}+\mathrm{s}^{2}}\right\} & \text { for } 1<s\end{cases}
$$

(Tan and Zhang, 2009). If both machines have the same speed, then the GoS scheduling on uniform machines is identical to the online scheduling of two machines with GoS eligibility constraints. Thus, we are able to confirm the result of the scheduling under GoS eligibility constraints with the results of the GoS scheduling on uniform machines (Liu et al., 2009; Lee et al., 2009; Tan and Zhang, 2009).

Lim et al. and Zhang et al. independently propose an algorithm for online problem on three machines and show that it is optimal with competitive ratio of 2 (Lim et al., 2010b; Zhang et al., 2008). Recently, Tan and Zhang present an improved algorithm with better competitive ratios of 2.333 and 2.610 for 4 machines and 5 machines, respectively (Tan and

Zhang, 2009; Tan and Zhang, 2010b). <Table 2> summarizes all the results of online scheduling problem with GoS eligibility constraints.

Table 2. The results of online scheduling problem with GoS eligibility constraints

| The number <br> of machines | LB | UB | Ref. |
| :---: | :---: | :---: | :---: |
| 2 | $\frac{5}{3}$ | $\frac{5}{3}$ | Jiang et al. (2006), <br> Park et al. (2006), <br> Lim et al. (2010b) |
| 3 | 2 | 2 | Lim et al. (2010b), <br> Zhang et al.(2008) |
| 4 | open | 2.333 | Tan and Zhang (2009), <br> Tan and Zhang (2010b) |
| 5 | open | 2.610 | Tan and Zhang (2009), <br> Tan and Zhang (2010b) |
| $m$ | $e$ | $e+1$ | Bar-Noy et al. (2001) |

For the online scheduling problem with two GoS levels, Jiang show that the lower bound when $k=4$ and $m=16$ is at least 2 (Jiang, 2008). He also present an approximation algorithm with competitive ratio $\frac{12+4 \sqrt{2}}{7} \approx 2.522$. Recently, Zhang et al. present an online algorithm with a competitive ratio of $1+\frac{m^{2}-m}{m^{2}-k m+k^{2}}<\frac{7}{3}$ for any $m$ and $k$ (Zhang et al., 2009). They also give results of upper and lower bounds for small $m$ and $k$ (See $<$ Table 3>).

Table 3. Upper and lower bounds for small $m$ and $k$ (Zhang et al., 2009)

| The number <br> of machines | $k=1$ |  | $k=2$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | LB | UB | LB | UB |
| 2 | 1.667 | 1.667 |  |  |
| 3 | $1.824^{*}$ | $1.857^{*}$ | $1.801^{*}$ | $1.857^{*}$ |
| 4 | $1.848^{*}$ | $1.923^{*}$ | $1.907^{*}$ | $2.000^{*}$ |
| 5 | $1.848^{*}$ | $1.952^{*}$ | $1.907^{*}$ | $2.000^{*}$ |
| 6 | $1.829^{*}$ | $1.968^{*}$ | $1.907^{*}$ | $2.000^{*}$ |

Note) ${ }^{*}$ : Results of Zhang et al..

Table 1. The results of online scheduling problem on uniform machine where $s_{1}=0.6180, s_{2}=0.8668$, $s_{3}=1.1059$ and $s_{4}=1.3247$ (Lee et al., 2009)

| Range of $s$ | $\left(0, s_{1}\right]$ | $\left(s_{1}, s_{2}\right]$ | $\left(s_{2}, 1\right)$ | 1 | $\left(1, s_{3}\right)$ | $\left[s_{3}, s_{4}\right)$ | $\left[s_{4}, \infty\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LB | $1+s^{*}$ | $\frac{1+\sqrt{5}}{2} *$ | $1+\frac{s^{2}+s}{s^{2}+s+1} *$ | $\frac{5}{3}$ | $1+\frac{2 s}{s^{2}+s+1} *$ | $\frac{1+\sqrt{1+4 s} *}{2} *$ | $1+\frac{1}{s} *$ |
| UB | $1+s^{*}$ | $1+{\frac{2 s}{s^{2}+s+1}}^{*}$ | $\frac{5}{3}$ | $1+\frac{s}{2}+s_{s^{2}+s+1}^{*}$ | $1+\frac{1}{s} *$ |  |  |

[^1]
## 4. Semi-online Scheduling Problem

In this section, we survey semi-online scheduling problem. A online scheduling problem is referred to as semi-online scheduling problem if some partial information of all jobs is known in advance before scheduler construct a schedule. Hence, scheduler can obtain algorithms with better performance than online algorithms. Some kinds of partial information that have been studied the semi-online scheduling with GoS eligibility constraints as follows :
sum : The total processing time of all jobs is known in advance.
$\max$ : The largest processing time of all jobs is known in advance.
opt : The optimal value of the instance is known in advance.
group : All jobs have their processing times between $p$ and $r p$ (where, $p>0$ and $r \geq 1$ )

For the case of semi-online scheduling with the known total processing time, Park et al. study the semi-online scheduling problem on two machines and develop optimal algorithm with competitive ratio of $\frac{3}{2}$ (Park et al., 2006). Recently, Lim et al. give a simple alternative proof for the result of Park et al. (Lim et al., 2010b). They also study the scheduling problem on three machines. They prove that no algorithm has the competitive ratio less than $\frac{5}{3}$ and give an algorithm the competitive ratio of $\frac{5}{3}$. Next, we observe Theorem 2 in the results of Lim et al. (2010b). They present the lower bound for online scheduling on three machines as follow :

## LOWER-BOUND-EXAMPLE-GENERATION

We generate three jobs with $p_{1}=p_{2}=p_{3}=1$ and $g_{1}=$ $g_{2}=g_{3}=3$.
Case 1 : If two or more jobs are assigned to same machine, we stop generating jobs. Hence, $\frac{z^{A}}{z^{*}} \geq 2$.
Case 2 : If exactly one job is assigned to each machine, we generate job 4 with $p_{4}=1$ and $g_{4}=2$,
Case 2.1 : If job 4 is assigned to the first machine, we generate job 5 with $p_{5}=2$ and $g_{5}=1$. Thus, $z^{*}=$ 2 and $\frac{z^{A}}{z^{*}}=\frac{4}{2}=2$.
Case 2.2 : If job 4 is assigned to the second machine, we generate job 5 with $p_{5}=2$ and $g_{5}=2$.
Case 2.2.1: If job 5 is assigned to the first machine, we generate job 6 with $p_{6}=3$ and $g_{6}=1$, implying

$$
z^{*}=3 \text { and } \frac{z^{A}}{z^{*}}=\frac{6}{3}=2 \text {. }
$$

Case 2.2.2 : If job 5 is assigned to the second machine, we stop generating jobs. Hence, $z^{*}=2$ and $\frac{z^{A}}{z^{*}}=$ $\frac{4}{2}=2$.

Actually, the lower bound of 2 for the online scheduling on 3 machines can be extended into a lower bound of 2 for the semi-online scheduling on more than 9 machines. Simply declare the total processing time to be 9 , and then continue as in the strategy described there (giving only jobs with $g_{j} \leq 3$ ). Then, at the end, extend each used instance with jobs with $p_{j}=1$ and $g_{j}=9$, so that the total processing time is 9 as promised. Hence, we can easily conclude that a lower bound of semi-online model for arbitrary number of machines is at least 2.

For the case of semi-online scheduling with prior information of the largest processing time, Lim et al. and Wu and Yang independently study semi-online scheduling on two machines (Lim et al., 2010b; Wu and Yang, 2010). They also develop an optimal algorithm with the competitive ratio of an irrational number widely known as the golden ratio, which is $\frac{1+\sqrt{5}}{2} \approx 1.6180$. In particular, Lim et al. give the lower bound and upper bound which is equivalent to but much simpler than the results of Wu and Yang (Lim et al., 2010b). They also design the lower bound of $\sqrt{3} \approx 1.7321$ for the competitive ratio of any algorithm for the case of three machines. For scheduling $m$ machines, Bar-Noy et al. develop the lower bound of $e \approx 2.718$ for the competitive ratio (Bar-Noy et al., 2001).
In addition, Wu and Yang study the semi-online with the known the optimal value and design an optimal algorithm with competitive ratio of $\frac{3}{2}$ (Wu and Yang, 2010). Liu et al. study two semi-online scheduling problems on two machines with jobs' processing times bounded by an interval $[p, r p]$, where $p>0$ and $r \geq 1$ are two constant numbers (Liu et al., 2010). For two problems, they show some lower bounds of the competitive ratio of semi-online algorithms for different values of $r$. They also propose an algorithm and prove that the algorithm is optimal for some situations.
For the semi-online scheduling under known the total and largest processing times, Lim et al. investigate the same results as the semi-online scheduling with only the known the total processing time (Lim et al., 2010b). In other words, the knowledge of the largest processing time cannot improve the performance of any algorithm when the total processing time is already known. <Table 4> summarizes all the results of semi-online scheduling problem.

## 5. Conclusions

In this paper we have surveyed the parallel machines sched-

Table 4. The results of semi-online scheduling problem with GoS eligiblity constraints

|  | Sum |  |  | Max |  |  | Sum and Max |  |  | Opt |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LB | UB | Ref. | LB | UB | Ref. | LB | UB | Ref. | LB | UB | Ref. |
| 2 | 1.500 | 1.500 | Park et al. (2006) <br> Lim et al. <br> (2010b) | 1.618 | 1.618 | $\begin{gathered} \text { Lim et al. } \\ (2010 \mathrm{~b}) \end{gathered}$ | 1.500 | 1.500 | Park et al. <br> (2006) <br> Lim et al. <br> (2010b) | 1.500 | 1.500 | Wu and ang (2010) |
| 3 | 1.667 | 1.667 | Lim et al. (2010b) | 1.732 | open | Lim et al. (2010b) | 1.667 | 1.667 | Lim et al. (2010b) | open | open |  |
| $m$ | $2.000^{*}$ | open |  | 2.718 | open | $\begin{aligned} & \text { Bar-Noy et al. } \\ & (2001) \end{aligned}$ | open | open |  | open | open |  |

Note) ${ }^{*}$ : given in this paper.
uling problem with GoS eligibility constraints in order to minimize the makespan. Although much work has been done on this problem, yet there are many interesting open problems. Below is a list of open problems.

1) Bar-Noy study the online scheduling for $m$ machines with GoS eligibility constraints (Bar-Noy et al., 2001). They also show that lower and upper bounds are $e$ and $e+1$, respectively, where $e$ is a base of natural logarithm. Therefore, it is one of promising future research directions to find the exact or tighter competitive ratio for both eligibility cases.
2) Although many researcher study the semi-online scheduling with GoS eligibility constraints, maybe there are still some semi-online variant that could still not be solved (Bar-Noy et al., 2001; Lim et al., 2010b; Park et al., 2006; Wu and Yang, 2010). Therefore, to find new semi-online scheduling with GoS eligibility constraints may be further work.
3) Jiang and Zhang et al. are study the online scheduling problem on $m$ parallel machines with two GoS levels (Jiang, 2008; Zhang et al., 2009) However, there exists the gap between the lower and upper bounds. Therefore, an interesting open problem is to close the gap between the lower and upper bounds.
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