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Abstract. To obtain visible and traceable information from the supply chain, HW/SW standards for the EPC 
global network, which process electronic product code (EPC) data read from Radio frequency identification 
(RFID) tags, are regarded as the de facto industry standard. Supply chain participants install information service 
systems and provide logistics information to partners by following the EPCglobal architecture framework. 
Although quality of service (QoS) is essential for providing dependable and scalable services as pointed out by 
Auto-ID Lab, only a few models for the performance analysis of QoS-related work have been developed in the 
context of EPC information service systems. Specifically, doing so allows alternative design choices to be tested 
in an easy and cost-effective manner and can highlight potential performance problems in designs long before 
any construction costs are incurred. Thus, in this study we construct a model of an EPC information service 
system for the purposes of performance analysis and designing a dependable system. We also develop a set of 
building blocks for analytical performance models. To illustrate how the model works, we determine the 
characteristics of an EPC information service system and then select a combination of these proven modeling 
concepts. We construct a performance model that considers the response time and shows how to derive 
meaningful performance values. Finally, we compare the analytical results to measurements of the EPC in-
formation service system. 
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1.  INTRODUCTION 

Radio frequency identification (RFID) technology 

is considered to be a core component in a new genera-
tion of technologies applied in various fields such as 
information technology, logistics, distribution, supply 
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chains, transport, and the environment. For visible and 
traceable information in the supply chain, HW/SW stan-
dards for the EPCglobal network, which processes elec-
tronic product code (EPC) data read from RFID tags, are 
regarded as the de facto standard in the industry. EPC is 
a group of coding schemes that has been created as an 
eventual successor to the barcode and it uses RFID te-
chnology. 

The EPCglobal network is a complete, complex, 
and scalable network of EPC subscribers. The EPC sub-
scribers publish EPC information about their business 
and are interested in EPC data. The manufacturer as-
sembles products and attaches RFID tags with a unique 
EPC for each product. Through the EPCglobal network, 
the manufacturer can track the product in their supply 
chain, which is comprised of other subscribers such as 
distributors and resellers (Assiotis et al., 2006).  

Therefore, RFID data related to logistics and the 
supply chain are stored by specific data formations de-
fined by the EPCglobal architecture framework stan-
dards of EPC information service (EPCIS), Object Nam-
ing Service (ONS), and discovery service (DS). Thus, it 
is important to understand and utilize the EPCglobal 
standard. 

Although the number of EPCglobal subscribers is 
increasing, Auto-ID Lab has stated that the EPC tech-
nology adoption level is still in its infancy compared to 
barcode technology. Thus, to realize a global RFID data 
exchange infrastructure, problems such as scalability, 
overlapping of various standards, master data manage-
ment, economic evaluation of data sharing, data owner-
ship and cost distribution, and security and privacy of 
information have to be solved (Thiesse et al., 2009). 

To solve the scalability problem, we developed an 
EPCIS performance model using analytical methods. 
EPCIS plays a key role as a gateway to the EPCglobal 
architecture framework because it accepts EPC informa-
tion through an interface and distributes the same to 
other subscribers. EPCIS determines the visibility and 
traceability of information in a supply chain as it man-
ages EPC information (Assiotis et al., 2006). 

The analytical performance model is widely used 
because it can easily forecast when a system is broken 
and prevents loss of data and the associated cost. In sev-
eral cases, simulation methods have been used for per-
formance modeling, but these simulations are expensive 
in terms of both programming and computational time. 
Furthermore, parameter space is not comprehensively 
covered, and sensitivity analyses are not as thorough as 
desired (Nicola et al., 2000). For example, Mukkamala 
(1989) shows that even for simple evaluations of distri-
buted databases, the simulation time may be 1024 times 
that of analytical evaluation, especially in the early 
stages of design. Born (1996) reported his experience 
that the design, implementation, and quality assurance 
of a reliable simulation model for a distributed system 
costs at least an order of magnitude more than the corre-
sponding analytical model. 

In this study, we surveyed a database system per-
formance model that is similar to the EPCIS system and 
present the EPCIS characteristics in section 2. Using 
results from related work, we developed an EPCIS per-
formance model and calculated the response time, which 
is a performance measurement parameter, as described 
in section 3 and 4. Section 5 presents our evaluation of 
the performance results and the validation of the per-
formance model through a comparison with the results 
from an EPCIS benchmark test. Section 6 presents the 
conclusions. 

2.  RELATED WORK 

Before the EPCIS performance model design, in 
this section we present a survey of EPCIS and related 
performance models. First, we found EPCIS characteris-
tics and event types that are determined by the supply 
chain process. Second, we studied a performance model 
of the database system because it has similarities to the 
EPCIS repository, which is an EPCIS component that 
stores EPC data and provides EPC information. Through 
performance model analysis, we then designed a per-
formance model for EPCIS. 

2.1 EPC Information Service System 

EPCIS is a gateway for the EPCglobal architecture 
framework called the EPCglobal network. The EPCglo-
bal network has a set of standards to enable data sharing 
of EPC-related information within and between enter-
prises. Figure 1 shows the roles and interfaces in the 
EPCglobal network. First, an RFID reader reads and 
parses tags according to the EPC tag data specifications 
and tag protocols; through a reader protocol, the reader 
then provides data into RFID middleware for filtering 
and collection. Internal applications can then capture 
application layer events (ALE) for product information 
through an ALE interface. These events and related 
business information are then delivered by the EPCIS 
capture interface to Enterprise Repository. The informa-
tion receives RFID tag information from middleware 
such as ALE to generate state or track information for 
an object, e.g., product, box, pallet, etc. The state or 
track information is saved to a local repository and man-
aged by EPCIS. Thus, EPCIS serves like a hub of a sys-
tem and is an important element of the EPCglobal archi-
tecture framework (EPCglobal, 2007). EPCIS also pro-
vides an information sharing service of object informa-
tion between partners for visibility and traceability. 

 
2.1.1 EPCIS Characteristics 

EPCIS manages object information, which can be 
separated into two categories: static and dynamic. Static 
information is the nature character data of physical ob-
jects. It consists of class-level information that does not 
change (e.g., product name, code, manufacture, etc.) and 
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instance-level information (e.g., manufacturing data, 
period of circulation, etc). Thus, it provides homogene-
ity and is unique to a physical object. 

 

 
Figure 1. EPCglobal Network. 

 
Dynamic information changes depending on physi-

cal object movement and state variation (e.g., supply 
chain location information of product, inside or outside 
the warehouse, sales information, etc.). EPCIS saves 
events generated by ALE according to business steps 
such as observations, parent and child relationships, 
quantities, transactions, etc. 

EPCIS consists of an EPCIS capture interface, EP-
CIS repository, and EPCIS query interfaces. Following a 
business event, the EPCIS capture application changes 
the data on the EPC level through the filtering and col-
lection interface. 

The EPCIS capture interface saves data to the EP-
CIS repository in real-time when it receives EPCIS 
event data from the EPCIS capture application. The EP-
CIS repository provides a permanent storage space for 
saving EPCIS event data and EPC data to reply to que-
ries sent from the EPCIS accessing application. The 
EPCIS query interface provides a real-time response to 
continuous queries from the EPCIS accessing applica-
tion or a partner’s accessing application. The EPCIS 
query interface provides two services. First, the “on-
demand” and “synchronous” modes are provided by an 
EPCIS query control interface to immediately respond 
to a query result. Second, clients can reserve a response 
time period and receive data through the EPCIS query 
callback interface, which has “standing request” and 
“asynchronous” modes (EPCglobal, 2007). 

 
2.1.2 EPC Events 

EPC was created as a low-cost method for tracking 
goods using RFID technology. Barcodes only classify to 
the product level, but EPC can distinguish individual 
items with the same product level. The EPC structure 
consists of a header, company prefix, item reference, 
and serial number. Because EPC has a serial number for 
an individual item, we can track and trace each EPC in 
real-time (EPCglobal, 2007). 

EPCIS records EPC data using four event types 
that are determined by the business step in the supply 
chain. First, an object event simply represents an event 
that happens to an EPC-tagged entity. It encapsulates 
information about the event’s time, location, entities 
involved, etc. A detailed explanation of the fields fol-
lows below: 

 
 eventTime: time the event occurred. 
 recordTime: optional field; encapsulates the time the 
event is recorded into the system. 
 epcList: list of EPC codes for all EPC-tagged entities 
described in the event. 
 action: describes what happened to the entities in 
question. For example, the observe action can be used 
to describe the observation of some objects at a cer-
tain location. 
 bizStep: BusinessStepID is used for business purposes 
to track the business step an event was part of. 
 disposition: DispositionID is another field used to 
build business logic dependencies. 
 read point: point at which an event took place; this 
information is supplied by the physical reader. 
 bizLocation: business location where the event oc-
curred. This differs from the read point as it is not as-
sociated with the exact physical location; instead, it 
refers to a business location. 

 
Second, an aggregation event contains relationships 

between groups of tagged objects contained in another 
one. For example, an aggregation event can be “at time t, 
these items were added to container c.” A notable dif-
ference is that the epcList field is now childEPCList and 
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the addition of parentEPCID. Third, a quantity event 
contains an inventory report about the number of in-
stances a specific object class is counted in a certain 
business context, but it does not collect data on the 
EPCs of the entities themselves. Fourth, a transaction 
Event associates or dissociates tagged objects in busi-
ness transactions. All events are temporal with two time 
fields: event time, when events occurred; and record 
time, when they are recorded in repositories (Assiotis et 
al., 2006). 

Although there are just four primary event types, 
each event type has different content because each proc-
ess has various roles and specific process times in the 
supply chain. Thus, various transactions can be gener-
ated in EPCIS. 

2.2 Performance Models for the Database System 

To evaluate or simulate database system perform-
ance, many studies have commonly used queuing theory 
and Kendall’s classifying notation for queuing systems. 
Most database systems are open queuing networks, 
which means that arrival transactions are not limited 
(Nicola et al., 2000). Some performance models assume 
a closed queuing network for easy analysis (Carey et al., 
1995; Liang et al., 1996). However, it is unreasonable 
that there is no limitation to the transaction generation 
quantity in the real world. 

Early performance models using queuing theory 
are defined as M/M/m/FCFS systems (Bacelli et al., 
1983; Coffmann et al., 1981). M/M/m/FCFS denotes a 
Poisson arrival process, exponential distribution service 
time, m servers, and first-come-first-serve. The read 
transactions are processed by m servers in parallel, while 
writing transactions occupy all m severs during their 
service time. However, these models only consider read-
ing transactions even though the database system also 
processes writing transactions. 

Many performance models use the M/M/1 model, 
which has an exponential distribution service time for 
transactions to evaluate performance, but it is also unre-
alistic because not all transactions have the same size 
and type (Nicola et al., 2000). Banerjee et al. (1994) and 
Hwang et al. (1996) used the M/G/1/FCFS and M/G/1/ 
RR systems. These models assume that service time 
follows a general distribution such as normal distribu-
tion. Because they have the same problem as the M/M/1 
model assumption, Gallersdörfer et al. (1995) and Leung 
et al. (1997) used an M/H2/1 model, which reflects two 
transaction types such as reading and writing informa-
tion. Nicola et al. (2000) applied the M/Hr/1 model to 
consider various transaction types with different service 
times. However, those models are limited in their appli-
cability to EPCIS performance model design because 
EPCIS has its own characteristics, such as various trans-
action arrivals and multitasking by several sessions; the 
M/G/1 model performs better than the M/G/c model if 
the M/G/1 model service rate is c and the M/G/c model 

service rate is 1. Therefore, it has a higher probability of 
failure in modeling the EPCIS performance. 

Generally, database system performance models 
assume that the service time follows an exponential dis-
tribution because the service time is largely affected by 
the disk and storage data quantity (Son et al., 1990). 
Another reason is that transactions mostly take a short 
amount of time, and few transactions have long service 
times. The service time follows a geometric distribution 
and can be approximated as an exponential distribution 
in a continuous environment. Thus, we can assume that 
the service time follows exponential distribution (Nicola 
et al., 2000). Because EPCIS also has these characteris-
tics, we used this assumption to design the performance 
model.  

3.  MODEL DESCRIPTION 

In this study, we designed the EPCIS performance 
model to use queuing theory; the model is composed of 
an EPCIS capture interface, EPCIS repository, and EP-
CIS query interfaces. Before modeling, we assumed that 
each message follows a Poisson arrival process and 
takes an exponential distribution service time. A session 
is regarded as a server because it independently proc-
esses messages at the same time through multitasking. 
When comparing buffer size, the message size is rela-
tively small, and our performance model only considers 
the steady state of a system. Thus, the EPCIS system 
uses an M/G/c queuing system as in Figure 2. 

 

 
Figure 2. EPCIS system model. 

 
There are four types of capture events, and the 

message size and resource requirements are determined 
by the supply chain process. For example, an aggrega-
tion event has different message sizes because the first 
aggregation, or an item in a box, and second aggregation, 
or a box in a pallet, have different capacities and EPC 
lists. They generate differently sized messages, so we 
regard each EPC tag read point as having its own mes-
sage type. 

Another interface is the query interface, which re-
ceives messages from other subscribers. Each message 
also differs in terms of resource requirements and mes-
sage content. Let r be a number of message types; if 
message i has an arrival rate λi, then the total arrival rate 
λ is expressed as in formula (1). 
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Because messages have different service times, the 

service time of message i is expressed by a hyper-
exponential distribution with a weighted probability. 
The weighted probability is the arrival rate of message i 
divided by the total message arrival rate λ. 
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Thus, we can express the EPCIS system as M/Hr/c, 

which is an M/G/c model. Hr denotes r message types 
following a hyper-exponential service time. 

4.  PERFORMANCE MEASURES 

In this section, we present two aspect sequence 
rules of EPCIS. First is first-come-first-serve (FCFS) in 
the EPCIS buffer, which is the current reference model. 
This model is the priority rule between the capture and 
query messages. 

4.1 First-Come-First-Serve EPCIS 

We considered the average response time as a per-
formance measurement. This is the summation of the 
message transmission time and wait time in the EPCIS 
buffer. The response time is defined as: 

 
= + + +send return

i q i i iR W S t t     (3) 
 
This is a summation of the average waiting time Wq, 

service time Si, and transmission times send
it  and return

it . 
The average response time is shown below: 
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To calculate the response time, the average waiting 

time in the EPCIS system should be obtained. In the 
M/Hr/c queuing system, all messages have the same 
average waiting time. This is because each message 
waits in a shared buffer until it gets a service opportu-
nity. Because the service time is a hyper-exponential 
distribution, one and two-moment service times are 
shown below: 
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where μi is the message service time and λi is the arrival 
rate of type i. According to Tijms (1994), the M/G/c 

model has the same average waiting time as the M/G/1 
model, which has a cμ service rate. Thus, we can use the 
average waiting time of the M/G/1 model, which is 
computed by the Pollaczek-Kinchine mean waiting time 
formula. 
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The message service time is determined by the 

message size or load. Specifically, the capture message 
has a different message size following business proc-
esses and is generated at the RFID tag read point be-
cause all messages have various EPC codes. An object 
event generally has one EPC code compose a message. 
But for aggregation events, messages are composed by 
many EPC codes because one box has several items. 
Thus, the message service time is shown below: 

 
μμ =

⋅
capture
i capture

ic size
      (8) 

 
where c is the session number and sizei

capture is the mes-
sage size. The weight mean correction coefficient modi-
fies differences in message size, service rate, etc. EPCIS 
message transmission uses simple object access protocol 
(SOAP) messaging. Thus, the message size becomes 
larger than the original data. We also assumed that the 
encoding and decoding times include the service time 
because it is short compared with the data search time. 
However, the query message weight should consider not 
only the size but also the data search time, which is af-
fected by storage devices such as a hard disk and index-
ing strategies on the EPCIS repository. Thus, we use the 
search time weight d to reflect the data quantity in a 
hard disk.  
 

μμ =
⋅

query
i c d

      (9) 

 
If the product process follows a Poisson process, 

the capture message arrival rate can be expressed by the 
produce rate as shown below: 

 
λ λ=capture arrival

i i pw      (10) 
 

where wi
arrival is the weight of the produce rate λp. For 

example, if four items are packed in one box, then the 
item’s weight is 1 and the box weight is 0.25. However, 
the query message has an arbitrary value because it does 
not have a clear relationship with the production rate.  

The transmission time is another element of the re-
sponse time that is determined by the message size and 
network transmission speed (Nicola et al., 2000). There 
are two categories: send and return. Capture message is 
an unnecessary response message, but query message 
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considers two aspects because send and return have dif-
ferent sizes and requirements. The message send and 
return are shown below: 

 
8 ⋅ ⋅

=
transmit return

return i i
i

w sizet
bps

   (11) 

8 ⋅ ⋅
=

transmit send
send i i
i

w sizet
bps

   (12) 

4.2 Priority EPCIS 

Although current EPCIS specifications do not deal 
with message priority, we must consider this because 
messages have different values. For example, if a cap-
ture message was rejected by a query message when the 
capture and query messages enter the EPCIS at the same 
time, this can cause a second problem because EPCIS 
may then provide the query massage with wrong infor-
mation for the location, quantity, etc. Thus, we assume 
that a capture message has higher priority than a query 
message. 

As discussed in Section 4.1, the average response 
time and relative formulas are same. We only consid-
ered the average waiting time following the message 
priority. Let K be the total number of priority layers; for 
EPCIS, K is two: capture and query messages. In layer k, 
the average load is ρk = λkE(Sk) in unit time, and the 
busy probability ρ at an arbitrary point of view is the 
summation of ρi. Assuming that Ta(1) is the average time 
of layer 1, the average waiting time is shown below: 
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The idle probability is zero because a waiting situa-

tion does not occur when the server is idle. E(Ta(2)|busy) 
has a total expected service time of existing messages 

between layers 1 and 2 in queue of Ts(1,2), expected re-
sidual service time of messages in server of SR, and ex-
pected service time of new arrival message in higher 
layers of SA. An arbitrary layer’s probability of service 
when a server is busy is ρi/ρ. E(Ta(2)|busy) is shown be-
low: 
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where β is as shown below: 
 

( ) ( )
22 2

1 1

1
2

ρλ
β

ρ ρ= =

= +∑ ∑ kk k q k

k k

WE S   (15) 

 
We can express the average waiting time of layer k 

because each layer’s waiting time increases regularly as 
shown below:  
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5.  PERFORMANCE RESULTS 

In this section, we compare the response time of 
the performance model and the simulation result. Before 
setting the parameters, we define the experiment sce-
nario reflecting supply chain environment. Following 
the scenario, the parameter setting, EPCIS simulation, 
and response time calculation were conducted to verify 
our EPCIS performance model. 

 

 
Figure 3. Manufacturing process of HLS. 
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5.1 Scenario and Parameter Settings 

EPCIS is largely affected by the supply chain envi-
ronment. We assumed that the supply chain follows the 
HLS Track and Trace Straw model, which consists of 
commission item, commission case, pack item, commis-
sion pallet, pack case onto pallet, product put away, and 
product shipped components (EPCglobal, 2007). There 
are seven EPC tag read points, boxes with a capacity for 
four items, and pallets with a capacity for eight boxes. 
In addition, a query message uses bills of material 
(BOM) query to confirm the content of a pallet, and 
capture messages for object and aggregation events are 
generated by each business step. For example, packing 
processes generate aggregation events that include the 
packing case and boxed items, and commission proc-
esses generate object events that register EPC codes to 
EPCIS. Figure 3 shows the supply chain process. 

Table 1 shows the parameter values in our experi-
ment. Each read point generates different message con-
tent and size. By measuring each message size, we de-
termined the parameter values. We considered one 
BOM Query message with an index number of eight (i 
= 8). r is the number of business steps. We controlled 
the simultaneous process session number to 20. To de-
termine d, we conducted several benchmark tests by 
changing the number of EPC events in the EPCIS re-
pository. When the EPCIS repository stores more than 
100 000 messages, d was 2.45 in our benchmark test 
environment. 

arrival
iw  was determined by the packing num-

ber for each package in our scenario. Because SOAP 
messaging transforms ASCII into XML, 1,2,3,4,5,6,7,8

transmitw  = 4. 
After fixing the parameter values, we calculated μ by 
comparison with the benchmark test results. 

 
Table 1. parameter. 

Parameter Base setting Parameter Base setting

r 8 1,2,4
capturesize  0.79 

λ8
query 1 3

capturesize  1.01 

μ 21.0 5
capturesize  1.18 

c 20 6,7
capturesize  1.15 

d 2.45 8
sendsize  0.54 

arrivalw1  1 8
returnsize  0.71 

2,3
arrivalw  0.25 4,5,6,7

arrivalw  0.03125 

1,2,3,4,5,6,7,8
transmitw  4   

 
The benchmark test used one EPCIS operation ser-

ver (ProLiant DL 360 G5 Intel Xeon E5430 2.66 GHz) 
with a buffer size of 8 MB and eight client computers 
(Inter Core2 Duo CPU E7400 2.66GHz). The network 

was connected at 10 Mbps WAN. 

5.2 Response time 

Each second, a BOM query message is generated; 
we controlled the production rate at 0-45 per second. 
Like a database system, the EPCIS response time had a 
radical change when the production rate was 35 per sec-
ond, and our queuing network model showed a similar 
simulation result. The reason for the radical change in 
response time is that the production rate affects the EPC 
message generation rate twice. Seven read points each 
generate messages, and they are determined by a pro-
duction rate according to a production schedule. If the 
transmission distance is very short such as formula (5) 
in Section 4, the response time is largely affected by the 
service time. The service time is determined by the mes-
sage size, generation rate, and service rate. Figure 4 
shows the benchmark test result for the average re-
sponse time. The arrival rate for two messages has a 
positive relation with the average response time. The 
effect of the query message is higher than that of the 
capture message because the query message has a rela-
tively larger size and longer search time. 

 

 
Figure 4. Benchmark test result. 

 

 
Figure 5. Comparing performance models. 
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Figure 6. Comparing priority models. 

 
Figure 5 show the goodness of fit test results for 

our model. We performed a paired-t test between our 
performance model and the benchmark test results. 
There was little difference, but the paired t-test results 
show that there was no difference in the mean (p-value 
= 0.64839). Following queuing theory, one server can 
service faster than a distributed server when the total 
service rate is the same. Thus, the M/hr/1 model re-
sponse time is much shorter than the benchmark result. 
A proper analytical model was not used to measure the 
EPCIS performance. And also M/G/c/K model which 
was proposed by Nozaki-Ross (1978) presented similar 
results as our study because K is relatively large over 
each message size. 

Finally, we compared the priority EPCIS model 
with the FCFS EPCIS model, and the result is shown in 
Figure 6. Because the capture message has a higher pri-
ority than the query message, the former reduces the 
average response time and increases the critical value 
for utilization to 1. However, each query message in-
creases the average response time and reduces the criti-
cal value. These are natural results in that the priority 
rule raises the performance of high-priority messages. 

6.  CONCLUSION 

EPCIS has a key role as a gateway in the EPCglo-
bal architecture framework; it determines the visibility 
and traceability of information in a supply chain as it 
manages EPC information. However, too many users 
and EPC data can cause EPCIS to fail and produce a 
scalability problem. To solve the scalability problem, we 
developed an EPCIS performance model using analyti-
cal methods.  

Through EPCIS characteristic analysis, we found 
that the production rate and business steps of subscribers 
are important to EPC event generation because these 
influence the capture message generation rate. Specifi-
cally, business steps determine the EPC message size or 
load. EPCIS also provide a query message service that is 

largely affected by the EPC data quantity in the EPCIS 
repository. Thus, we designed an EPCIS performance 
model that considers the characteristics of two interfaces 
and verifies them. 

Our performance model properly implements the 
EPCglobal architecture framework with a reliable fore-
cast of the system performance. Applying a priority rule 
to EPCIS can satisfy each subscriber’s requirements 
through service level agreement (SLA) and reduce the 
capture message loss. 

However, our performance model only considers 
EPCIS based on our developed system. Furthermore, we 
did not conduct various case studies. Thus, we should 
develop a performance model that considers all elements 
of the EPCglobal architecture framework for accurate 
forecasts applicable to various EPCIS systems. 

ACKNOWLEDGMENT 

This study was partially supported by UPLUS and 
SCCM projects, both sponsored by MKE (Ministry of 
Knowledge Economy) in Korea. 

REFERENCES 

Assiotis, M. and Mavrommatis, P. (2006), The EPC 
Global Network: A formal specification of EPC, 
http://mavrommatis.googlepages.com/report.pdf. 

Bacelli, F. and Coffmann, E. G. (1983), A Database 
Replication Analysis Using an M/M/m Queue with 
Service Interruptions, Performance Evaluation Re-
view, 11, 102-107. 

Banerjee, S., Li, V. O. K., and Wang, C. (1994), Per-
formance Analysis of the Send-on-Demand: A Dis-
tributed Database Concurrency Control Protocol 
for High-Speed Networks, Computer Comm., 17, 
189-204.  

Born, E. (1996), Analytical Performance Modelling of 
Lock Management in Distributed Systems, Distrib-
uted Systems Eng., 3, 68-76. 

Carey, M. J. and Livny, M. (1995), Conflict Detection 
Tradeoffs for Replicated Data, Performance of Con-
currency Control Mechanisms in Centralized Da-
tabase Systems, Prentice Hall, Inc., Upper Saddle 
River, NJ. 

Coffmann, E. G., Gelenbe, E., and Plateau, B. (1981), 
Optimization of the Number of Copies in a Distrib-
uted System, IEEE Trans. Software Eng., 7, 78-84. 

EPCglobal (2007), Business Requirements and Process 
Flows, HLS Track and Trace Interest Group. 

EPCglobal (2007), EPC Information Services (EPCIS) v. 
1.0 specification. http://www.epcglobalinc.org/stan 
da-rds/epcis. 



 Performance Modeling of an EPC Information Service System 293 

 

Gallersdörfer, R. and Nicola, M. (1995), Improving Per-
formance in Replicated Databases through Relaxed 
Coherency, Proc. 21st Conf. Very Large Databases, 
445-456. 

Hwang, S. Y., Lee, K. S., and Chin, Y. H. (1996), Data 
Replication in a Distributed System: A Perform-
ance Study, Proc. Seventh Int’l Conf. Database and 
Expert Systems Applications, 1134, 708-717. 

Leung, K. K. (1997), An Update Algorithm for Repli-
cated Signaling Databases in Wireless and Ad-
vanced Intelligent Networks, IEEE Trans. Com-
puters, 46, 362-367. 

Liang, D. and Tripathi, S. K. (1996), Performance Analy-
sis of Long-Lived Transaction Processing Systems 
with Rollbacks and Aborts, IEEE Trans. Knowl-
edge and Data Eng., 8, 802-815. 

Mukkamala, R. (1989), Measuring the Effects of Data 

Distribution Models on Performance Evaluation of 
Distributed Database Systems, IEEE Trans. Know-
ledge and Data Eng., 1, 494-507. 

Nicola, M. and Jarke, M. (2000), Performance Modeling 
of Distributed and Replicated Databases, IEEE 
Transactions on Knowledge and Data Engineering, 
12, 645-672. 

Nozaki, S. and Ross, S. (1978), Approximations in Fi-
nite-Capacity Multi-server Queues with Poisson 
Arrivals, J. Appl.Prob, 15, 826-834. 

Son, S. H. and Haghighi, N. (1990), Performance Eva-
luation of Multiversion Database Systems, Proc. 
Sixth Int’l Conf. Data Eng., 129-136. 

Thiesse, F., Floerkemeier, C., Harrison, M. Michahelles, 
F., and Roduner, C. (2009), Technology, Standards, 
and Real-World Deployments of the EPC Network, 
IEEE Internet Computing, 13, 36-43. 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


