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THE MOMENTS OF THE RIESZ-NÁGY-TAKÁCS
DISTRIBUTION OVER A GENERAL INTERVAL

In Soo Baek

Abstract. In this paper, the moments of the Riesz-Nágy-Takács(RNT)
distribution over a general interval [a, b] ⊂ [0, 1], are found through the
moments of the RNT distribution over the unit interval, [0, 1]. This is
done using some special features of the distribution and the fact that
[0, 1] is a self-similar set in a dynamical system generated by the RNT
distribution. The results are important for the study of the orthogonal
polynomials with respect to the RNT distribution over a general interval.

1. Introduction

A distribution F (x) is a bounded, non-decreasing function on the unit in-
terval [0, 1] with an infinite set of points of increase [2, 5]. The n-th moment
cn = cn(F ) of a distribution F (x) is then given by the Riemann-Stieltjes inte-
gral [9, p. 122]

(1) cn =
∫ 1

0

xndF (x), n = 0, 1, 2, . . . .

As discussed in [2, 5], the moments of a distribution are crucial to the investiga-
tion of monic orthogonal polynomials over the unit interval [0, 1] with respect
to the distribution, since the coefficients of such polynomials are determined
by these moments. In particular, the asymptotic behavior of the coefficients
depends on that of the moments.

Starting in the early 1990s, several papers [4, 5, 6, 7] appeared on the mo-
ments of singular distributions, the prototypical case being that of the Cantor
distribution. Recently we [2] gave a recurrence formula to find the moments of
the RNT distribution [8] which is a strictly increasing singular function on the
unit interval, whereas the dyadic case of the RNT distribution was considered
in [5].
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Another important topic for the orthogonal polynomials with respect to
the distribution is the study of orthogonal polynomials over a general interval
different from the unit interval. We note that every interval [α, β] in the unit
interval can be decomposed into a countable union of some essentially disjoint
fundamental intervals appearing in the construction of the self-similar set [0, 1]
[1], [3, p. 35]. So we only need to find the formulas of the Riemann-Stieltjes
integrals with respect the RNT distribution over the fundamental intervals. In
this paper, we find the general formulas of the Riemann-Stieltjes integrals with
respect the RNT distribution over the fundamental intervals using the so-called
(τ, τ − 1)-expansion [8] of the unit interval. In particular, we give the general
formula for a positive integer i

(2)
∫ δ

γ

xidF (x) = C

∫ 1

0

(Ax + B)idF (x),

where A,B, C are constants depending on the fundamental interval [γ, δ]. Thus,
the Riemann-Stieltjes integral

∫ δ

γ
xidF (x) with respect to the RNT distribution

F over the fundamental interval [γ, δ] is a linear combination of its moments
cj =

∫ 1

0
xjdF (x) with integers 0 ≤ j ≤ i. This means that essentially the

moments of the RNT distribution over the unit interval give the value of

(3)
∫ β

α

P (x)dF (x)

of a polynomial P (x) with respect to the RNT distribution F over [α, β]. Fi-
nally we give concrete and non-trivial examples and some useful application
for these moments.

2. Preliminaries

Let N be the set of the positive integers. For a ∈ (0, 1) and p ∈ (0, 1),
we recall the Riesz-Nágy-Takács(RNT) distribution [2, 8] F = Fa,p defined on
[0, 1] by F (0) = 0 and

(4) F (x) =
∞∑

j=1

(1− p)j−1

pj−1
pmj

for

(5) x =
∞∑

j=1

(1− a)j−1

aj−1
amj ∈ (0, 1]

with integers 1 ≤ m1 < m2 < · · · < mj < · · · . We note that if a 6= p,
Fa,p is a singular function whereas it is the identity function if a = p. We [2]
already know that the j-th moment cj of the RNT distribution Fa,p satisfies
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the recurrence relation

(6) [1− ajp− (1− p)(1− a)j ]cj = (1− p)
j−1∑

l=0

(
j

l

)
aj−l(1− a)lcl

for each j ∈ N where
(
j
l

)
= j!

l!(j−l)! .
We define the n-th fundamental interval Ii1···in

= fi1 ◦ · · · ◦ fin
(I) where

f0(x) = ax and f1(x) = a + (1 − a)x on I = [0, 1], ij ∈ {0, 1} and 1 ≤ j ≤ n,
n ∈ N. Clearly there are 2n n-th fundamental intervals in [0, 1]. We note that
[0, 1] is the self-similar set by the iteration function system {f0, f1} [3, p. 29]
satisfying the open set condition.

3. Main results

We now give the translation and scaling properties of the RNT distribu-
tion F . The essential properties are given in [2]. The following theorem is a
generalization of the Theorem 1 of [2]. By F we denote Fa,p.

Theorem 1. For a ∈ (0, 1), p ∈ (0, 1), n ∈ N and x ∈ [0, 1], we have

(7) F (γ + an−k(1− a)kx) = F (γ) + pn−k(1− p)kF (x),

where [γ, γ+an−k(1−a)k] is the n-th fundamental interval where k = 0, 1, . . . , n.

Proof. It follows immediately from the iterative manipulation of (4) and (5) of
Theorem 1 of [2]. ¤

We give the general formula of the Riemann-Stieltjes integral
∫ β

α

φ(x)dF (x)

of a continuous function φ with respect to F over [α, β] from the translation
and scaling properties (7) of the RNT distribution whereas we already gave the
essential formulas (6) and (7) in [2]. The following Theorem is a generalization
of Theorem 2 of [2].

Theorem 2. Let an,k = an−k(1 − a)k where k = 0, 1, . . . , n for n ∈ N. For
a continuous function φ and each n ∈ N, we have the following 2n equations
such that

(8)
∫ γ+an,k

γ

φ(x)dF (x) = pn−k(1− p)k

∫ 1

0

φ(γ + an,kx)dF (x),

where [γ, γ + an,k] is an n-th fundamental interval.

Proof. Let m ∈ N and 0 ≤ i ≤ m, let xi = γ + ian,k/m. So we have the
partition

γ = x0 < x1 < x2 < · · · < xm = γ + an,k
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of [γ, γ + an,k]. Writing yi = (xi − γ)/an,k, we convert this partition into one
of [0, 1]:

0 = y0 < y1 < y2 < · · · < ym = 1.

Consequently, combining (7) with the definition of the Riemann-Stieltjes inte-
gral, yields

∫ γ+an,k

γ

φ(x)dF (x) = lim
m→∞

m∑

i=1

φ(xi)[F (xi)− F (xi−1)]

= lim
m→∞

m∑

i=1

φ(γ + an,kyi)[F (γ + an,kyi)− F (γ + an,kyi−1)]

= lim
m→∞

m∑

i=1

φ(γ + an,kyi)pn−k(1− p)k[F (yi)− F (yi−1)]

= pn−k(1− p)k

∫ 1

0

φ(γ + an,ky)dF (y).

This establishes (8). ¤

Remark 1. In the above theorem, the n-th fundamental interval [γ, γ + an,k] is
of the form Ii1···in = fi1 ◦ · · · ◦ fin(I) as we recalled in the preliminaries, that
is, γ = fi1 ◦ · · · ◦ fin(0) and γ + an,k = fi1 ◦ · · · ◦ fin(1) for some ij ∈ {0, 1} and
1 ≤ j ≤ n. From now on, we denote an−k(1− a)k by an,k.

Theorem 3. Let i be a non-negative integer. For the n-th fundamental interval
[γ, δ] = [γ, γ + an,k] for some integer 0 ≤ k ≤ n, we have

(9)
∫ δ

γ

xidF (x) = pn−k(1− p)k
i∑

j=0

(
i

j

)
aj

n,kγi−jcj ,

where cj is the j-th moment of the RNT distribution F .

Proof. From (8),
∫ δ

γ

xidF (x) =
∫ γ+an,k

γ

xidF (x)

= pn−k(1− p)k

∫ 1

0

(an,kx + γ)idF (x)

= pn−k(1− p)k
i∑

j=0

(
i

j

)
aj

n,kγi−j

∫ 1

0

xjdF (x)

= pn−k(1− p)k
i∑

j=0

(
i

j

)
aj

n,kγi−jcj .

This establishes (9). ¤
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Remark 2. In (2) we stated that
∫ δ

γ

xidF (x) = C

∫ 1

0

(Ax + B)idF (x),

where A,B,C are constants depending on the fundamental interval [γ, δ]. In
the proof of the above theorem, we see that C = pn−k(1 − p)k, A = an,k =
an−k(1 − a)k and B = γ, which depend on the fundamental interval [γ, δ] =
[γ, γ + an,k]. It is sometimes easier to use (2) than (9) for the calculation of
the moments over the fundamental interval.

Example 1. For a = 1/4 and p = 1/2, we easily have c0 = 1, c1 = 1
4 , c2 = 5

44

and c3 = 278
4400 from (6).

From (2) and the above remark, we have
∫ γ+(1/4)n−k(3/4)k

γ

xidF (x) =
1
2n

∫ 1

0

((1/4)n−k(3/4)kx + γ)idF (x),

where [γ, γ + (1/4)n−k(3/4)k] is one of the n-th fundamental intervals.
In particular, for i = 3 and n = 2,

∫ (1/4)2

0

x3dF (x) =
1
22

∫ 1

0

((1/4)2x + 0)3dF (x) =
c3

22 · 46
,

∫ (1/4)2+(1/4)(3/4)

(1/4)2
x3dF (x) =

1
22

∫ 1

0

((1/4)(3/4)x + (1/4)2)3dF (x)

=
33c3

22 · 46
+

3 · 32c2

22 · 46
+

3 · 31c1

22 · 46
+

c0

22 · 46
,

∫ (1/4)+(1/4)(3/4)

(1/4)

x3dF (x) =
1
22

∫ 1

0

((1/4)(3/4)x + (1/4))3dF (x)

=
33c3

22 · 46
+

3 · 32 · 4c2

22 · 46
+

3 · 31 · 42c1

22 · 46
+

43c0

22 · 46
,

∫ 1

1−(3/4)2
x3dF (x) =

1
22

∫ 1

0

((3/4)2x + (1− (3/4)2))3dF (x)

=
36c3

22 · 46
+

3 · 34(42 − 32)c2

22 · 46
+

3 · 32(42 − 32)2c1

22 · 46

+
(42 − 32)3c0

22 · 46
.

Example 2. In the above example, that is for a = 1/4 and p = 1/2, we already
had c0 = 1, c1 = 1

4 , c2 = 5
44 . From (9) with 1/13 =

∑∞
k=2(1/4)k(3/4)k−2, we

have
∫ 1/13

0

x2dF (x) =
1
82

(
2
2

)
c2+

∞∑
n=2

1
82n

2∑

j=0

(
2
j

)
3(n−1)j

n∑

k=2

((1/4)k(3/4)k−2)2−jcj .
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It is a non-trivial example of the moment of the RNT distribution F =
F1/4,1/2 over a general interval [0, 1/13] which is not a fundamental interval.

Remark 3. The well-known Stone-Weierstrass theorem [9, p. 159] implies that
if φ is a continuous function on an interval [α, β], then there is a sequence of
polynomials Pk such that

lim
k→∞

Pk(x) = φ(x)

uniformly on [α, β]. Clearly the Riemann-Stieltjes integral
∫ β

α

φ(x)dF (x)

of a continuous function φ with respect to the RNT distribution F over [α, β]
can be represented by

∞∑
n=1

∫ δn

γn

φ(x)dF (x),

where [γn, δn] are some fundamental intervals of the self-similar set [0, 1]. Fur-
ther the Riemann-Stieltjes integral of φ over the fundamental interval [γ, δ]

∫ δ

γ

φ(x)dF (x) = lim
k→∞

∫ δ

γ

Pk(x)dF (x)

for a sequence of polynomials Pk from the Stone-Weierstrass theorem. This
implies that essentially the moments of the RNT distribution over the unit
interval also give the value of

∫ β

α

φ(x)dF (x)

of a continuous function φ(x) with respect to the RNT distribution F over
[α, β].

Acknowledgement. The author thanks a referee for revising this paper.
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Appl. 348 (2008), no. 1, 165–168.

[3] K. J. Falconer, Techniques in Fractal Geometry, John Wiley & Sons, Ltd., Chichester,
1997.

[4] H. Fischer, On the paper: “Asymptotics for the moments of singular distributions” [J.
Approx. Theory 74 (1993), no. 3, 301–334] by W. Goh and J. Wimp, J. Approx. Theory
82 (1995), no. 3, 362–374.

[5] W. Goh and J. Wimp, Asymptotics for the moments of singular distributions, J. Approx.
Theory 74 (1993), no. 3, 301–334.

[6] P. J. Grabner and H. Prodinger, Asymptotic analysis of the moments of the Cantor
distribution, Statist. Probab. Lett. 2

¯
6 (1996), no. 3, 243–248.



THE MOMENTS OF THE RIESZ-NÁGY-TAKÁCS DISTRIBUTION 193
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