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#### Abstract

Let $M$ be a real hypersurface with almost contact metric structure $(\phi, g, \xi, \eta)$ in a complex space form $M_{n}(c), c \neq 0$. In this paper we prove that if $R_{\xi} \mathcal{L}_{\xi} g=0$ holds on $M$, then $M$ is a Hopf hypersurface in $M_{n}(c)$, where $R_{\xi}$ and $\mathcal{L}_{\xi}$ denote the structure Jacobi operator and the operator of the Lie derivative with respect to the structure vector field $\xi$ respectively. We characterize such Hopf hypersurfaces of $M_{n}(c)$.


## 1. Introduction

A complex $n$-dimensional Kaeherian manifold of constant holomorphic sectional curvature $c$ is called a complex space form, which is denoted by $M_{n}(c)$. As is well-known, a complete and simply connected complex space form is complex analytically isometric to a complex projective space $P_{n}(\mathbb{C})$, a complex Euclidean space $\mathbb{C}^{n}$ or a complex hyperbolic space $H_{n}(\mathbb{C})$, according to $c>0$, $c=0$ or $c<0$.

In this paper we consider a real hypersurface $M$ in a complex space form $M_{n}(c), c \neq 0$. Then $M$ has an almost contact metric structure $(\phi, g, \xi, \eta)$ induced from the Kaehler metric and complex structure $J$ on $M_{n}(c)$. The structure vector field $\xi$ is said to be principal if $A \xi=\alpha \xi$ is satisfied, where $A$ is the shape operator of $M$ and $\alpha=\eta(A \xi)$. In this case, it is known that $\alpha$ is locally constant ([3]) and that $M$ is called a Hopf hypersurface.

Typical examples of Hopf hypersurfaces in $P_{n}(\mathbb{C})$ are homogeneous ones, namely those real hypersurfaces are given as orbits under subgroup of the projective unitary group $P U(n+1)$. Takagi [8] completely classified such hypersurfaces as six model spaces which are said to be $A_{1}, A_{2}, B, C, D$ and $E$. On the other hand, real hypersurfaces in $H_{n}(\mathbb{C})$ have been investigated by Berndt [1], Montiel and Romero [4] and so on. Berndt [1] classified all homogeneous Hopf hyersurfaces in $H_{n}(\mathbb{C})$ as four model spaces which are said to be $A_{0}, A_{1}$, $A_{2}$ and $B$.
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We introduce the following theorems without proof due to Okumura [6] for $c>0$, and Montiel and Romero [4] for $c<0$ respectively.

Theorem O-MR ([4], [6]). Let $M$ be a real hypersurface of $M_{n}(c), c \neq 0$. It satisfies $A \phi-\phi A=0$ on $M$ if and only if $M$ is locally congruent to one of the following hypersurfaces:
(1) In cases $P_{n}(\mathbb{C})$,
$\left(A_{1}\right)$ a tube of radius $r$ over a hyperplane $P_{n-1}(\mathbb{C})$, where $0<r<\frac{\pi}{2}, r \neq \frac{\pi}{4}$,
$\left(A_{2}\right)$ a tube of radius $r$ over a totally geodesic $P_{k}(\mathbb{C})(1 \leq k \leq n-2)$, where $0<r<\frac{\pi}{2}, r \neq \frac{\pi}{4}$.
(2) In cases $H_{n}(\mathbb{C})$,
$\left(A_{0}\right)$ a horosphere in $H_{n}(\mathbb{C})$, that is, a Montiel tube,
$\left(A_{1}\right)$ a tube of a totally geodesic hyperplane $H_{k}(\mathbb{C})(k=1$ or $n-1)$,
$\left(A_{2}\right)$ a tube of a totally geodesic $H_{k}(\mathbb{C})(1 \leq k \leq n-2)$.
Let $M$ be a real hypersurface of type $\left(A_{1}\right)$ or $\left(A_{2}\right)$ in $P_{n}(\mathbb{C})$ or type $\left(A_{0}\right)$, $\left(A_{1}\right)$ or $\left(A_{2}\right)$ in $H_{n}(\mathbb{C})$. Then $M$ is said to be of type $(A)$ for simplicity.

The curvature tensor field $R$ on a Riemannian manifold $(M, g)$ is defined by

$$
R(X, Y)=\left[\nabla_{X}, \nabla_{Y}\right]-\nabla_{[X, Y]}
$$

for any vector fields $X$ and $Y$ on $(M, g)$. We define the Jacobi operator $R_{X}$ by $R_{X}=R(\cdot, X) X$ with respect to a unit vector field $X$. Then we see that $R_{X}$ is self-adjoint endomorphism of the tangent space. It is related with (the Jacobi vector equation) $\nabla_{\dot{\gamma}}\left(\nabla_{\dot{\gamma}} Y\right)+R(Y, \dot{\gamma}) \dot{\gamma}=0$ along a geodesic $\gamma$ on $M$, where $\dot{\gamma}$ denotes the velocity vector field of $\gamma$.

When we study a real hypersurface $M$ in a complex space form, we will call the Jacobi operator $R_{\xi}$ with respect to the structure vector field $\xi$ a structure Jacobi operator on the real hypersurface $M$. Recently it is known that there are no real hypersurfaces in $M_{n}(c)$ with parallel structure Jacobi operator $R_{\xi}$ (see [7]). Some works have also studied several conditions on the structure Jacobi operator $R_{\xi}$ and given some results on the classification of real hypersurfaces of type $(A)$ in $M_{n}(c)$ ([2], [4], [5] and [6] etc).

The induced operator on a real hypersurface $M$ from the 2 -form $\mathcal{L}_{\xi} g$ will be denoted by the same symbol, that is, $\left(\mathcal{L}_{\xi} g\right)(X, Y)=g\left(\left(\mathcal{L}_{\xi} g\right) X, Y\right)$ for any vector fields $X$ and $Y$ on $M$, where $\mathcal{L}_{\xi}$ denotes the operator of the Lie derivative with respect to the structure vector field $\xi$. In this paper we shall study a real hypersurface in a non-flat complex space form $M_{n}(c)$ which satisfies $R_{\xi} \mathcal{L}_{\xi} g=0$. We give another characterization of real hypersurface of type $(A)$ in $M_{n}(c)$ by the above condition. The main purpose of the present paper is to establish Theorem 5.1.

All manifolds in the present paper are assumed to be connected and of class $C^{\infty}$ and the real hypersurfaces supposed to be orientable.

## 2. Preliminaries

Let $M$ be a real hypersurface immersed in a complex space form $M_{n}(c)$, and $N$ be a unit normal vector field of $M$. By $\widetilde{\nabla}$ we denote the Levi-Civita connection with respect to the Fubini-Study metric tensor $\widetilde{g}$ of $M_{n}(c)$. Then the Gauss and Weingarten formulas are given respectively by

$$
\tilde{\nabla}_{X} Y=\nabla_{X} Y+g(A X, Y) N, \quad \tilde{\nabla}_{X} N=-A X
$$

for any vector fields $X$ and $Y$ on $M$, where $g$ denotes the Riemannian metric tensor of $M$ induced from $\widetilde{g}$, and $A$ is the shape operator of $M$ in $M_{n}(c)$. For any vector field $X$ on $M$ we put

$$
J X=\phi X+\eta(X) N, \quad J N=-\xi
$$

where $J$ is the almost complex structure of $M_{n}(c)$. Then we see that $M$ induces an almost contact metric structure $(\phi, g, \xi, \eta)$, that is,

$$
\begin{array}{ll}
\phi^{2} X=-X+\eta(X) \xi, \quad \phi \xi=0, & \eta(\xi)=1 \\
g(\phi X, \phi Y)=g(X, Y)-\eta(X) \eta(Y), & \eta(X)=g(X, \xi)
\end{array}
$$

for any vector fields $X$ and $Y$ on $M$.
Since the almost complex structure $J$ is parallel, we can verify from the Gauss and Weingarten formulas the followings:

$$
\begin{gather*}
\nabla_{X} \xi=\phi A X  \tag{2.1}\\
\left(\nabla_{X} \phi\right) Y=\eta(Y) A X-g(A X, Y) \xi \tag{2.2}
\end{gather*}
$$

Since the ambient manifold is of constant holomorphic sectional curvature $c$, we have the following Gauss and Codazzi equations respectively:

$$
\begin{align*}
& R(X, Y) Z=\frac{c}{4}\{g(Y, Z) X-g(X, Z) Y+g(\phi Y, Z) \phi X-g(\phi X, Z) \phi Y  \tag{2.3}\\
&-2 g(\phi X, Y) \phi Z\}+g(A Y, Z) A X-g(A X, Z) A Y \\
&\left(\nabla_{X} A\right) Y-\left(\nabla_{Y} A\right) X=\frac{c}{4}\{\eta(X) \phi Y-\eta(Y) \phi X-2 g(\phi X, Y) \xi\} \tag{2.4}
\end{align*}
$$

for any vector fields $X, Y$ and $Z$ on $M$, where $R$ denotes the Riemannian curvature tensor of $M$.

From the Gauss equation (2.3) the structure Jacobi operator $R_{\xi}$ is given by

$$
\begin{equation*}
R_{\xi} X=R(X, \xi) \xi=\frac{c}{4}\{X-\eta(X) \xi\}+\alpha A X-\eta(A X) A \xi \tag{2.5}
\end{equation*}
$$

for any vector field $X$ on $M$.
Let $W$ be a unit vector field on $M$ with the same direction of the vector field $-\phi \nabla_{\xi} \xi$, and let $\mu$ be the length of the vector field $-\phi \nabla_{\xi} \xi$ if it does not vanish, and zero (constant function) if it vanishes. Then it is easily seen from (2.1) that

$$
\begin{equation*}
A \xi=\alpha \xi+\mu W \tag{2.6}
\end{equation*}
$$

where $\alpha=\eta(A \xi)$. We notice here that $W$ is orthogonal to $\xi$. We put

$$
\Omega=\{p \in M \mid \mu(p) \neq 0\} .
$$

Then $\Omega$ is an open subset of $M$. If we put $X=W$ into (2.5) and make use of (2.6), then we have on $\Omega$

$$
\begin{equation*}
R_{\xi} W=-\alpha \mu \xi+\left(\frac{c}{4}-\mu^{2}\right) W+\alpha A W \tag{2.7}
\end{equation*}
$$

In what follows we assume that $\Omega \neq \emptyset$, that is, the structure vector field $\xi$ is not principal, and we discuss our arguments on $\Omega$ unless otherwise stated.

## 3. Real hypersurfaces satisfying $\boldsymbol{R}_{\xi} \mathcal{L}_{\xi} \boldsymbol{g}=0$

Let $M$ be a real hypersurface in a complex space form $M_{n}(c), c \neq 0$, satisfying $R_{\xi} \mathcal{L}_{\xi} g=0$. This condition together with (2.1) implies that

$$
\begin{equation*}
R_{\xi}(\phi A-A \phi)=0 \tag{3.1}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
(\phi A-A \phi) R_{\xi}=0 \tag{3.2}
\end{equation*}
$$

If we apply $\xi$ to (3.1) and make use of (2.5) and (2.6), then it is easy to see that $\alpha \neq 0$ and hence

$$
\begin{equation*}
A \phi W=-\frac{c}{4 \alpha} \phi W \tag{3.3}
\end{equation*}
$$

on $\Omega$. Applying $W$ to (3.1) and taking account of (2.5), (2.6) and (3.3), we have

$$
\alpha A \phi A W+\frac{c}{4} \phi A W=0 .
$$

The application of $W$ to (3.2) gives rise to

$$
\alpha^{2} A \phi A W-\alpha^{2} \phi A^{2} W-\alpha\left(\frac{c}{4}-\mu^{2}\right) \phi A W-\left(\frac{c^{2}}{16}-\frac{c}{4} \mu^{2}-\alpha^{2} \mu^{2}\right) \phi W=0
$$

by virtue of (2.6), (2.7) and (3.3). From the above two equations, we get

$$
\begin{align*}
& \alpha^{2} A^{2} W+\alpha\left(\frac{c}{2}-\mu^{2}\right) A W-\alpha \mu\left(\frac{c}{2}+\alpha \gamma+\alpha^{2}-\mu^{2}\right) \xi \\
& +\left(\frac{c^{2}}{16}-\frac{c}{4} \mu^{2}-\alpha^{2} \mu^{2}\right) W=0, \tag{3.4}
\end{align*}
$$

where we have put

$$
\gamma=g(A W, W)
$$

Applying $\phi W$ to (3.1) and using (2.5), (2.6), (2.7) and (3.3), we have

$$
\begin{align*}
& \alpha^{2} A^{2} W+\frac{c}{2} \alpha A W-\alpha \mu\left(\frac{c}{2}+\alpha \gamma+\alpha^{2}\right) \xi \\
& +\left(\frac{c^{2}}{16}-\frac{c}{4} \mu^{2}-\alpha^{2} \mu^{2}-\alpha \gamma \mu^{2}\right) W=0 . \tag{3.5}
\end{align*}
$$

It is easily seen from (3.4) and (3.5) that

$$
\begin{equation*}
A W=\mu \xi+\gamma W \tag{3.6}
\end{equation*}
$$

on $\Omega$. If we substitute (3.6) into (3.5) and make use of (2.6) and (3.6), then we obtain

$$
\begin{equation*}
\left(\frac{c}{4}+\alpha \gamma\right)\left(\frac{c}{4}+\alpha \gamma-\mu^{2}\right)=0 \tag{3.7}
\end{equation*}
$$

Applying $\phi X$ to (3.1) and using (2.5), (2.6), (3.3) and (3.6), we can verify that

$$
\begin{align*}
& \alpha^{2} A \phi A \phi X+\frac{c}{4} \alpha \phi A \phi X+\alpha^{2} A^{2} X+\frac{c}{4} \alpha A X \\
= & \alpha\left\{\alpha\left(\frac{c}{4}+\alpha^{2}+\mu^{2}\right) \eta(X)+\mu\left(\frac{c}{2}+\alpha \gamma+\alpha^{2}\right) w(X)\right\} \xi  \tag{3.8}\\
& +\mu\left(\frac{c}{4}+\alpha \gamma+\alpha^{2}\right)\{\alpha \eta(X)+\mu w(X)\} W
\end{align*}
$$

for any vector field $X$ on $M$, where the 1-form $w$ is the dual one of $W$, that is,

$$
w(X)=g(W, X)
$$

Differentiating the smooth function $\mu=g(A \xi, W)$ along any vector field $X$ on $M$ and using (2.1), (2.4), (2.6), (3.3) and (3.6), we have

$$
X \mu=g\left(\left(\nabla_{\xi} A\right) W+\frac{c}{4 \alpha} \gamma \phi W, X\right) .
$$

Since we have $\left(\nabla_{\xi} A\right) W=\nabla_{\xi}(\mu \xi+\gamma W)-A \nabla_{\xi} W$, we see from the above equation that the gradient vector field $\nabla \mu$ of $\mu$ is given by

$$
\begin{equation*}
\nabla \mu=-(A-\gamma I) \nabla_{\xi} W+(\xi \mu) \xi+(\xi \gamma) W+\left(\mu^{2}+\frac{c}{4 \alpha} \gamma\right) \phi W \tag{3.9}
\end{equation*}
$$

where $I$ indicates the identity transformation on $M$. If we differentiate $\alpha=$ $g(A \xi, \xi)$ along any vector field $X$ and take account of (2.1), (2.4), (2.6), (3.3) and (3.6), then we obtain $\nabla \alpha=\left(\nabla_{\xi} A\right) \xi+\frac{c}{2 \alpha} \mu \phi W$ and hence

$$
\begin{equation*}
\nabla \alpha=\mu \nabla_{\xi} W+(\xi \alpha) \xi+(\xi \mu) W+\mu\left(\frac{3 c}{4 \alpha}+\alpha\right) \phi W \tag{3.10}
\end{equation*}
$$

As a similar argument as the above, we can see that the gradient vector fields of $\gamma=g(A W, W)$ and $-\frac{c}{4 \alpha}=g(A \phi W, \phi W)$ are given respectively by

$$
\begin{equation*}
\nabla \gamma=-(A-\gamma I) \nabla_{W} W+(W \mu) \xi+(W \gamma) W+\mu\left(\gamma-\frac{c}{2 \alpha}\right) \phi W \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{c}{4 \alpha} \nabla \alpha=-\alpha\left(A+\frac{c}{4 \alpha} I\right) \phi \nabla_{\phi W} W+\frac{c}{4 \alpha}((\phi W) \alpha) \phi W . \tag{3.12}
\end{equation*}
$$

Taking inner product of (3.12) with $\xi$ and $W$ and using (2.6) and (3.6), we obtain

$$
4 \alpha^{2} \mu g\left(\nabla_{\phi W} W, \phi W\right)=c \xi \alpha, \quad \alpha(4 \alpha \gamma+c) g\left(\nabla_{\phi W} W, \phi W\right)=c W \alpha
$$

respectively. The above two relations imply that

$$
\begin{equation*}
\alpha \mu W \alpha=\left(\frac{c}{4}+\alpha \gamma\right) \xi \alpha \tag{3.13}
\end{equation*}
$$

By means of (2.1), (2.2), (2.6), (3.3) and (3.6), we can verify that

$$
\begin{aligned}
\left(\nabla_{\phi W} A\right) \xi & =\nabla_{\phi W} A \xi-A \nabla_{\phi W} \xi \\
& =\mu \nabla_{\phi W} W+\left\{(\phi W) \alpha-\frac{c}{4 \alpha} \mu\right\} \xi+\left\{(\phi W) \mu+\frac{c}{4}-\frac{c}{4 \alpha} \gamma\right\} W
\end{aligned}
$$

and

$$
\left(\nabla_{\xi} A\right) \phi W=-\left(A+\frac{c}{4 \alpha} I\right) \phi \nabla_{\xi} W+\mu\left(\frac{c}{4 \alpha}+\alpha\right) \xi+\mu^{2} W+\frac{c}{4 \alpha^{2}}(\xi \alpha) \phi W
$$

Therefore it follows from the equation (2.4) of Codazzi that (3.14)

$$
\begin{aligned}
& \mu \nabla_{\phi W} W+\left(A+\frac{c}{4 \alpha} I\right) \phi \nabla_{\xi} W \\
= & -\left\{(\phi W) \alpha-\mu\left(\frac{c}{2 \alpha}+\alpha\right)\right\} \xi-\left\{(\phi W) \mu-\mu^{2}-\frac{c}{4 \alpha} \gamma\right\} W+\frac{c}{4 \alpha^{2}}(\xi \alpha) \phi W .
\end{aligned}
$$

We can also verify from $\left(\nabla_{\xi} A\right) W-\left(\nabla_{W} A\right) \xi$ that

$$
\begin{aligned}
& \mu \nabla_{W} W+(A-\gamma I) \nabla_{\xi} W \\
= & (\xi \mu-W \alpha) \xi+(\xi \gamma-W \mu) W+\left(\mu^{2}-\frac{c}{4}-\alpha \gamma-\frac{c}{4 \alpha} \gamma\right) \phi W
\end{aligned}
$$

Taking inner product of this equation with $\xi$ and $W$, we find

$$
\begin{equation*}
\xi \mu=W \alpha \quad \text { and } \quad \xi \gamma=W \mu \tag{3.15}
\end{equation*}
$$

respectively, and hence the initial equation is reduced to

$$
\begin{equation*}
\mu \nabla_{W} W+(A-\gamma I) \nabla_{\xi} W=\left(\mu^{2}-\frac{c}{4}-\alpha \gamma-\frac{c}{4 \alpha} \gamma\right) \phi W . \tag{3.16}
\end{equation*}
$$

As a similar argument as the above, it follows from $\left(\nabla_{W} A\right) \phi W-\left(\nabla_{\phi W} A\right) W$ that

$$
\begin{align*}
& (A-\gamma I) \nabla_{\phi W} W-\left(A+\frac{c}{4 \alpha} I\right) \phi \nabla_{W} W  \tag{3.17}\\
= & \left\{(\phi W) \mu-\frac{c}{2}-\alpha \gamma-\frac{c}{4 \alpha} \gamma\right\} \xi+\left\{(\phi W) \gamma-\mu \gamma+\frac{c}{4 \alpha} \mu\right\} W-\frac{c}{4 \alpha^{2}}(W \alpha) \phi W .
\end{align*}
$$

If we eliminate the term $(A-\gamma I) \nabla_{\xi} W$ from (3.9) and (3.16), then we obtain

$$
\begin{equation*}
\mu \nabla_{W} W=\nabla \mu-(\xi \mu) \xi-(\xi \gamma) W-\left(\frac{c}{4}+\alpha \gamma+\frac{c}{2 \alpha} \gamma\right) \phi W \tag{3.18}
\end{equation*}
$$

Substituting (3.18) into (3.11) and making use of (2.6), (3.3), (3.6) and (3.15), we get

$$
\begin{align*}
& (A-\gamma I) \nabla \mu+\mu \nabla \gamma \\
= & \{(\alpha-\gamma) \xi \mu+2 \mu \xi \gamma\} \xi+\mu(\xi \mu+W \gamma) W  \tag{3.19}\\
& +\left\{\mu^{2}\left(\gamma-\frac{c}{2 \alpha}\right)-\left(\frac{c}{4 \alpha}+\gamma\right)\left(\frac{c}{4}+\alpha \gamma+\frac{c}{2 \alpha} \gamma\right)\right\} \phi W .
\end{align*}
$$

If we compare (3.9) with (3.10), then we can find

$$
\begin{align*}
& (A-\gamma I) \nabla \alpha+\mu \nabla \mu \\
= & \{(\alpha-\gamma) \xi \alpha+2 \mu \xi \mu\} \xi+\mu(\xi \alpha+\xi \gamma) W  \tag{3.20}\\
& +\mu\left\{\mu^{2}+\frac{c}{4 \alpha} \gamma-\left(\frac{c}{4 \alpha}+\gamma\right)\left(\frac{3 c}{4 \alpha}+\alpha\right)\right\} \phi W
\end{align*}
$$

by eliminating $\nabla_{\xi} W$ in both (3.9) and (3.10).
If we eliminate the term $\nabla_{\phi W} W$ from (3.12) and (3.14), and make use of (2.6), (3.3) and (3.6), then we obtain

$$
\begin{aligned}
\frac{c}{4 \alpha^{2}} \mu \nabla \alpha= & \left(A \phi+\frac{c}{4 \alpha} \phi\right)^{2} \nabla_{\xi} W+\frac{c}{4 \alpha^{2}} \mu(\xi \alpha) \xi \\
& +\frac{c}{4 \alpha^{2}}\left(\frac{c}{4 \alpha}+\gamma\right)(\xi \alpha) W+\frac{c}{4 \alpha^{2}} \mu((\phi W) \alpha) \phi W
\end{aligned}
$$

Since $\phi^{2}=-I+\eta \otimes \xi$ and $\eta\left(\nabla_{\xi} W\right)=0$, it is easily seen that

$$
\left(A \phi+\frac{c}{4 \alpha} \phi\right)^{2} \nabla_{\xi} W=\frac{1}{\alpha}\left\{\alpha A \phi A \phi+\frac{c}{4} \phi A \phi-\frac{c}{4}\left(A+\frac{c}{4 \alpha} I\right)\right\} \nabla_{\xi} W .
$$

Putting $X=\nabla_{\xi} W$ into (3.8), it is easy to see that

$$
\left(\alpha A \phi A \phi+\frac{c}{4} \phi A \phi\right) \nabla_{\xi} W=-\left(\alpha A^{2}+\frac{c}{4} A\right) \nabla_{\xi} W
$$

From the above results we have $\left(A \phi+\frac{c}{4 \alpha} \phi\right)^{2} \nabla_{\xi} W=-\left(A+\frac{c}{4 \alpha} I\right)^{2} \nabla_{\xi} W$, and hence the initial equation is given by

$$
\begin{aligned}
\frac{c}{4 \alpha^{2}} \mu \nabla \alpha= & -\left(A+\frac{c}{4 \alpha} I\right)^{2} \nabla_{\xi} W+\frac{c}{4 \alpha^{2}} \mu(\xi \alpha) \xi \\
& +\frac{c}{4 \alpha^{2}}\left(\frac{c}{4 \alpha}+\gamma\right)(\xi \alpha) W+\frac{c}{4 \alpha^{2}} \mu((\phi W) \alpha) \phi W
\end{aligned}
$$

Finally, if we eliminate the term $\nabla_{\xi} W$ from (3.10) and the last equation, and take account of (2.6), (3.3) and (3.6), then we obtain (3.21)

$$
\begin{aligned}
& \left\{\alpha^{2} A^{2}+\frac{c}{2} \alpha A+\frac{c}{4}\left(\frac{c}{4}+\mu^{2}\right) I\right\} \nabla \alpha \\
= & \left\{\left[\alpha^{2}\left(\frac{c}{2}+\alpha^{2}+\mu^{2}\right)+\frac{c}{4}\left(\frac{c}{4}+\mu^{2}\right)\right] \xi \alpha+\alpha \mu\left(\frac{c}{2}+\alpha \gamma+\alpha^{2}\right) \xi \mu\right\} \xi \\
& +\left\{\mu\left[\alpha\left(\frac{c}{2}+\alpha \gamma+\alpha^{2}\right)+\frac{c}{4}\left(\frac{c}{4 \alpha}+\gamma\right)\right] \xi \alpha+\left[\alpha^{2}\left(\mu^{2}+\gamma^{2}\right)+\frac{c}{2} \alpha \gamma+\frac{c^{2}}{16}\right] \xi \mu\right\} W \\
& +\frac{c}{4} \mu^{2}((\phi W) \alpha) \phi W .
\end{aligned}
$$

## 4. Some lemmas

Let $M$ be a real hypersurface satisfying $R_{\xi} \mathcal{L}_{\xi} g=0$ in a complex space form $M_{n}(c), c \neq 0$. In this section we assume that $\Omega \neq \emptyset$, and we shall prove some lemmas, which will be used later.

Lemma 4.1. If $\frac{c}{4}+\alpha \gamma=\mu^{2}$ holds on a non-empty open subset $\Omega_{0}$ of $\Omega$, then we have

$$
\begin{equation*}
\alpha \nabla \alpha=(\xi \alpha) A \xi-3 \mu\left(\alpha^{2}-\frac{c}{4}\right) \phi W \tag{4.1}
\end{equation*}
$$

on $\Omega_{0}$.
Proof. It follows from (3.13) and the hypothesis that

$$
\begin{equation*}
\mu \xi \alpha=\alpha W \alpha \tag{4.2}
\end{equation*}
$$

on $\Omega_{0}$. Since we have $\alpha \nabla \gamma+\gamma \nabla \alpha=2 \mu \nabla \mu$, it is easily seen from (3.15) and (4.2) that

$$
\begin{equation*}
\alpha^{2} W \mu=\left(\mu^{2}+\frac{c}{4}\right) \xi \alpha \tag{4.3}
\end{equation*}
$$

If we substitute $2 \mu \nabla \mu=\alpha \nabla \gamma+\gamma \nabla \alpha$ into (3.19) and make use of the hypothesis, then we have

$$
\begin{align*}
& \left\{\alpha A+\left(\frac{c}{4}+\mu^{2}\right) I\right\} \nabla \gamma+\gamma(A-\gamma I) \nabla \alpha \\
= & 2 \mu\{(\alpha-\gamma) \xi \mu+2 \mu \xi \gamma\} \xi+2 \mu^{2}(\xi \mu+W \gamma) W-\frac{c}{2 \alpha^{2}} \mu^{3}(3 \alpha+2 \gamma) \phi W \tag{4.4}
\end{align*}
$$

Taking inner product of (4.4) with $\phi W$ and using (3.3), we obtain

$$
\begin{equation*}
\alpha(\phi W) \gamma-\gamma(\phi W) \alpha=-\frac{c}{2 \alpha} \mu(3 \alpha+2 \gamma) \tag{4.5}
\end{equation*}
$$

If we substitute $\alpha \nabla \gamma+\gamma \nabla \alpha=2 \mu \nabla \mu$ into (3.20), then we have

$$
\begin{align*}
& (2 A-\gamma I) \nabla \alpha+\alpha \nabla \gamma \\
= & 2\{(\alpha-\gamma) \xi \alpha+2 \mu \xi \mu\} \xi+2 \mu(\xi \alpha+\xi \gamma) W-\frac{c}{\alpha^{2}} \mu\left(\mu^{2}+\frac{c}{8}\right) \phi W \tag{4.6}
\end{align*}
$$

Taking inner product of (4.6) with $\phi W$ and using (3.3), we get

$$
\begin{equation*}
\alpha\left(\mu^{2}+\frac{c}{4}\right)(\phi W) \alpha-\alpha^{3}(\phi W) \gamma=c \mu\left(\mu^{2}+\frac{c}{8}\right) \tag{4.7}
\end{equation*}
$$

It follows from (4.5) and (4.7) that

$$
\begin{equation*}
\alpha(\phi W) \alpha=-3 \mu\left(\alpha^{2}-\frac{c}{4}\right) \tag{4.8}
\end{equation*}
$$

From (2.6), (3.3) and (3.6), we see that the subspace spanned by the three vectors $\xi, W$ and $\phi W$ is invariant under the shape operator $A$. Thus eliminating the gradient vector field $\nabla \gamma$ from (4.4) and (4.6), we can find

$$
\left\{\alpha^{2} A^{2}+\frac{c}{2} \alpha A-\frac{c}{4}\left(\mu^{2}-\frac{c}{4}\right) I\right\} \nabla \alpha=x \xi+y W+z \phi W
$$

where $x, y$ and $z$ are smooth functions on $\Omega_{0}$. If we compare (3.21) with the above relation, then it is easy to see that the gradient vector field $\nabla \alpha$ of $\alpha$ is expressed by a linear combination of $\xi, W$ and $\phi W$ only. Therefore, using (2.6), (4.2) and (4.8), we have (4.1).

Lemma 4.2. If $\frac{c}{4}+\alpha \gamma=0$ holds on a non-empty open subset of $\Omega$, then we have

$$
\begin{equation*}
\nabla \alpha=(\xi \alpha) \xi-3 \alpha \mu \phi W \tag{4.9}
\end{equation*}
$$

on the open subset.
Proof. It follows from (3.13) and (3.15) that $W \alpha=0$ and $\xi \mu=0$. From the hypothesis, $W \alpha=0$ gives rise to $W \gamma=0$ on the open subset. We see from (3.3) that $A \phi W=\gamma \phi W$.

Using the equation $\alpha \nabla \gamma+\gamma \nabla \alpha=0$ and the above results, the equations (3.19) and (3.20) are rewritten as

$$
\begin{align*}
& \alpha(A-\gamma I) \nabla \mu-\mu \gamma \nabla \alpha=-2 \mu \gamma(\xi \alpha) \xi-\frac{3}{4} c \mu^{2} \phi W,  \tag{4.10}\\
& (A-\gamma I)^{2} \nabla \alpha+\mu(A-\gamma I) \nabla \mu \\
= & \left\{\left(\alpha^{2}+\mu^{2}+\gamma^{2}+\frac{c}{2}\right) \xi \alpha+\mu^{2} \xi \gamma\right\} \xi+\mu(\alpha-\gamma)(\xi \alpha) W \tag{4.11}
\end{align*}
$$

respectively. If we eliminate the term $(A-\gamma I) \nabla \mu$ from (4.10) and (4.11), then we obtain
(4.12)

$$
\begin{aligned}
& \left\{\alpha^{2} A^{2}+\frac{c}{2} \alpha A+\frac{c}{4}\left(\frac{c}{4}-\mu^{2}\right) I\right\} \nabla \alpha \\
= & \left\{\alpha^{2}\left(\alpha^{2}+\mu^{2}+\frac{c}{2}\right)+\frac{c}{4}\left(\frac{c}{4}-\mu^{2}\right)\right\}(\xi \alpha) \xi+\alpha \mu\left(\alpha^{2}+\frac{c}{4}\right)(\xi \alpha) W+\frac{3}{4} c \alpha \mu^{3} \phi W,
\end{aligned}
$$

where we have used $\alpha \nabla \gamma+\gamma \nabla \alpha=0$. Comparing (3.21) with (4.12) and using $\xi \mu=0$, we get

$$
\nabla \alpha=(\xi \alpha) \xi+\frac{1}{2}\{(\phi W) \alpha-3 \alpha \mu\} \phi W
$$

from which $(\phi W) \alpha=-3 \alpha \mu$. Thus we have (4.9).
Lemma 4.3. We have $\xi \alpha=\xi \mu=\xi \gamma=0$ and $W \alpha=W \mu=W \gamma=0$ on $\Omega$.
Proof. First of all, we assume that there is a point $p$ of $\Omega$ such that $(W \alpha)(p) \neq$ 0 . Then there is an open neighborhood $\Omega_{1}$ of $p$ in $\Omega$ such that $\xi \alpha \neq 0$ and $\frac{c}{4}+\alpha \gamma \neq 0$ on $\Omega_{1}$ by (3.13). This means that

$$
\frac{c}{4}+\alpha \gamma=\mu^{2}
$$

holds on $\Omega_{1}$ by (3.7). Therefore, from Lemma 4.1 and in the proof of this lemma, we see that the equations (4.1), (4.2), (4.3) and (4.8) are satisfied on $\Omega_{1}$.

If we compare (4.1) with (3.10) and take account of (3.15) and (4.2), then we obtain

$$
\begin{equation*}
\nabla_{\xi} W=-4 \alpha \phi W \tag{4.13}
\end{equation*}
$$

Moreover, substituting (4.13) into (3.14) and using (3.6) and (4.8), we get

$$
\begin{equation*}
\mu \nabla_{\phi W} W=-\frac{c}{4 \alpha} \mu \xi+\frac{c}{4 \alpha^{2}}(\xi \alpha) \phi W \tag{4.14}
\end{equation*}
$$

Let $v$ be the dual 1-form of the unit vector field $\phi W$, that is,

$$
v(X)=g(\phi W, X)
$$

for any vector field $X$ on $M$. Then it follows from (4.1) that

$$
\begin{equation*}
X \alpha^{2}=2(\xi \alpha) \eta(A X)-6 \mu\left(\alpha^{2}-\frac{c}{4}\right) v(X) \tag{4.15}
\end{equation*}
$$

Since we have $[X, Y] \alpha^{2}=X Y \alpha^{2}-Y X \alpha^{2}$, we can verify from (4.15) that (4.16)

$$
\begin{aligned}
& (X \xi \alpha) \eta(A Y)-(Y \xi \alpha) \eta(A X)+2(\xi \alpha) g(A \phi A X, Y)-\frac{c}{2}(\xi \alpha) g(\phi X, Y) \\
& -3\left(\alpha^{2}-\frac{c}{4}\right)\{(X \mu) v(Y)-(Y \mu) v(X)\}-6 \alpha \mu\{(X \alpha) v(Y)-(Y \alpha) v(X)\} \\
& -6 \mu\left(\alpha^{2}-\frac{c}{4}\right) d v(X, Y)=0
\end{aligned}
$$

by virtue of the equations (2.1) and (2.4), where

$$
2 d v(X, Y)=X v(Y)-Y v(X)-v([X, Y])
$$

for any vector fields $X$ and $Y$ on $M$. Since we have $\alpha \xi \mu=\mu \xi \alpha$ by (3.15) and (4.2), and $d v(\xi, \phi W)=0$ by (2.1) and (3.3), putting $X=\phi W$ and $Y=\xi$ into (4.16) yields

$$
\begin{equation*}
(\phi W)(\xi \alpha)=\mu\left(\frac{c}{4 \alpha^{2}}-9\right) \xi \alpha \tag{4.17}
\end{equation*}
$$

If we put $X=\phi W$ and $Y=W$ into (4.16) and make use of (4.1), (4.2), (4.3), (4.14) and (4.17), then we obtain

$$
(\xi \alpha)\left(\alpha^{2}-\frac{c}{4}\right)=0
$$

on $\Omega_{1}$. Since $\xi \alpha \neq 0$ by (3.13) and our assumption, this result shows that $\alpha$ is a constant on $\Omega_{1}$, and a contradiction.

Thus we have $W \alpha=0$ on the whole $\Omega$. Since $W \alpha=0$ on $\Omega$, we have $\xi \mu=0$ by (3.15) and

$$
\left(\frac{c}{4}+\alpha \gamma\right) \xi \alpha=0
$$

on $\Omega$ by (3.13).
Next we assume that there is a non-empty open subset $\Omega_{2}$ of $\Omega$ such that $\xi \alpha \neq 0$ on $\Omega_{2}$. Then we have

$$
\frac{c}{4}+\alpha \gamma=0
$$

and hence (4.9) holds on $\Omega_{2}$ by Lemma 4.2. If we make use of the relation $[X, Y] \alpha=X Y \alpha-Y X \alpha$, then it is easy to verify from (4.9) that

$$
\begin{aligned}
& (X \xi \alpha) \eta(Y)-(Y \xi \alpha) \eta(X)+(\xi \alpha) g((\phi A+A \phi) X, Y) \\
& -3 \mu\{(X \alpha) v(Y)-(Y \alpha) v(X)\}-3 \alpha\{(X \mu) v(Y)-(Y \mu) v(X)\} \\
& -6 \alpha \mu d v(X, Y)=0
\end{aligned}
$$

for any vector fields $X$ and $Y$ on $M$. Since we see that $W \alpha=0, A \phi W=\gamma \phi W$ by (3.3), $2 d v(W, \phi W)=g\left(\nabla_{\phi W} W, \phi W\right)$ and $\alpha W \mu=-\gamma \xi \alpha$ by (3.15) and $\alpha \xi \gamma+\gamma \xi \alpha=0$, putting $X=W$ and $Y=\phi W$ into the above equation yields

$$
\begin{equation*}
5 \gamma \xi \alpha=3 \alpha \mu g\left(\nabla_{\phi W} W, \phi W\right) . \tag{4.18}
\end{equation*}
$$

If we take inner product of (3.12) with $\xi$ and make use of (2.6) and $\frac{c}{4 \alpha}=-\gamma$, then we obtain

$$
\begin{equation*}
\gamma \xi \alpha=-\alpha \mu g\left(\nabla_{\phi W} W, \phi W\right) \tag{4.19}
\end{equation*}
$$

Combining (4.18) with (4.19), we have $\gamma \xi \alpha=0$ on $\Omega_{2}$ and a contradiction.
Therefore $\xi \alpha=0$ on the whole $\Omega$. It follows from (3.7) that

$$
\mu\left(\frac{c}{2}+\alpha \gamma\right) \nabla \mu=\left(\frac{c}{2}+\alpha \gamma-\mu^{2}\right)(\gamma \nabla \alpha+\alpha \nabla \gamma)
$$

Since $\xi \alpha=0$ and $\xi \mu=0$ on $\Omega$, the above equation shows that $\xi \gamma=0$. Since $\xi \gamma=0$ on $\Omega$, we have $W \mu=0$ by (3.15). Together with $W \alpha=0$, the above equation also gives rise to $W \gamma=0$ on $\Omega$.

Lemma 4.4. If it satisfies $d v(\xi, X)=0$ for any vector field $X$ on $\Omega$, then we have $\Omega=\emptyset$.

Proof. By use of (2.2), (2.6) and (3.6), it is easily seen from $v(X)=g(\phi W, X)$ that $d v(\xi, X)=0$ is equivalent to

$$
\begin{equation*}
\nabla_{\xi} W=\gamma \phi W \tag{4.20}
\end{equation*}
$$

If we compare (3.16) with (4.20) and take account of (3.3), then we obtain

$$
\begin{equation*}
\mu \nabla_{W} W=\left(\mu^{2}+\gamma^{2}-\frac{c}{4}-\alpha \gamma\right) \phi W \tag{4.21}
\end{equation*}
$$

Assume that there is a point $p$ in $\Omega$ such that $\frac{c}{4}+\alpha \gamma \neq 0$ at $p$. Then it follows from (3.7) that

$$
\begin{equation*}
\frac{c}{4}+\alpha \gamma=\mu^{2} \tag{4.22}
\end{equation*}
$$

on an open neighborhood of $p$. By Lemmas 4.1 and 4.3, we have

$$
\begin{equation*}
\alpha \nabla \alpha=-3 \mu\left(\alpha^{2}-\frac{c}{4}\right) \phi W \tag{4.23}
\end{equation*}
$$

on the open neighborhood. Substituting (4.20) into (3.9) and making use of (4.22) and Lemma 4.3, we obtain

$$
\alpha \nabla \alpha=\mu\left(\alpha^{2}+\mu^{2}+\frac{c}{2}\right) \phi W,
$$

from which together with (4.23),

$$
\begin{equation*}
4 \alpha^{2}+\mu^{2}=\frac{c}{4} \tag{4.24}
\end{equation*}
$$

It follows from (4.22) and (4.24) that

$$
\begin{equation*}
4 \alpha+\gamma=0 \tag{4.25}
\end{equation*}
$$

If we substitute (4.21) into (3.11) and taking account of (3.3), (4.22), (4.24), (4.25) and Lemma 4.3, then we get

$$
\begin{equation*}
\alpha \nabla \gamma=\mu\left(12 \alpha^{2}-\frac{c}{2}\right) \phi W \tag{4.26}
\end{equation*}
$$

Since we have $4 \nabla \alpha+\nabla \gamma=0$ from (4.25), we can verify that $c=0$ from (4.23) and (4.26), and a contradiction.

Thus we have $\frac{c}{4}+\alpha \gamma=0$ on the whole $\Omega$. By Lemmas 4.2 and 4.3 , we have

$$
\begin{equation*}
\nabla \alpha=-3 \alpha \mu \phi W \tag{4.27}
\end{equation*}
$$

Substituting (4.20) into (3.10) and using Lemma 4.3, we obtain

$$
\begin{equation*}
\alpha \nabla \alpha=\mu\left(\alpha^{2}+\frac{c}{2}\right) \tag{4.28}
\end{equation*}
$$

It follows from (4.27) and (4.28) that $\alpha^{2}+\frac{c}{8}=0$ and hence $\nabla \alpha=0$. Thus from (4.27) we have $\alpha \mu=0$ on $\Omega$ and hence a contradiction.

Lemma 4.5. If there is a smooth function $f$ on $\Omega$ such that

$$
\begin{equation*}
f \phi W=f_{1} \nabla \alpha+f_{2} \nabla \mu+f_{3} \nabla \gamma \tag{4.29}
\end{equation*}
$$

then $f$ vanishes identically on $\Omega$, where $f_{1}, f_{2}$ and $f_{3}$ are the polynomials with respect to $\alpha, \mu$ and $\gamma$ respectively.

Proof. Taking inner product of (4.29) with any vector field $X$ on $M$, we have $f v(X)=f_{1} X \alpha+f_{2} X \mu+f_{3} X \gamma$. If we differentiate this equation along any vector field Y on $M$ and take the skew-symmetric parts in $X$ and $Y$, then we obtain

$$
\begin{aligned}
& (Y f) v(X)-(X f) v(Y)-2 f d v(X, Y) \\
= & \left(Y f_{1}\right) X \alpha-\left(X f_{1}\right) Y \alpha+\left(Y f_{2}\right) X \mu-\left(X f_{2}\right) Y \mu+\left(Y f_{3}\right) X \gamma-\left(X f_{3}\right) Y \gamma
\end{aligned}
$$

on $\Omega$. Putting $Y=\xi$ into the above equation and using Lemma 4.3, we get

$$
(\xi f) v(X)+2 f d v(\xi, X)=0
$$

Since $v(\phi W)=1$ and $d v(\xi, \phi W)=0$ by (2.1) and (3.3), we see from the above equation that $\xi f=0$ and hence $f d v(\xi, X)=0$ for any vector field $X$. Thus we have $f=0$ on $\Omega$ by Lemma 4.4.

## 5. Proof of theorems

In this section, we shall prove the following theorems.
Theorem 5.1. Let $M$ be a real hypersurface satisfying $R_{\xi} \mathcal{L}_{\xi} g=0$ in a complex space form $M_{n}(c), c \neq 0$. Then $M$ is a Hopf hypersurface in $M_{n}(c)$.

Proof. We assume that $\Omega=\{p \in M \mid \mu(p) \neq 0\}$ is not empty. Then, by (3.7), we see that there is a non-empty open subset of $\Omega$ such that either $\frac{c}{4}+\alpha \gamma=\mu^{2}$ or $\frac{c}{4}+\alpha \gamma=0$ on the open subset.

In the case where $\frac{c}{4}+\alpha \gamma=0$, it follows from Lemmas 4.2 and 4.3 that

$$
\nabla \alpha=-3 \alpha \mu \phi W
$$

By Lemma 4.5, we see that $\alpha \mu=0$ and hence it is a contradiction.
Thus we have $\frac{c}{4}+\alpha \gamma=\mu^{2}$ on the whole $\Omega$. By Lemmas 4.1 and 4.3, the gradient vector field $\nabla \alpha$ of $\alpha$ is given by

$$
\alpha \nabla \alpha=-3 \mu\left(\alpha^{2}-\frac{c}{4}\right) \phi W .
$$

By Lemma 4.5, the above equation implies that

$$
\begin{equation*}
\alpha^{2}=\frac{c}{4} \tag{5.1}
\end{equation*}
$$

on $\Omega$. Since $\nabla \alpha=0$ by (5.1), it follows from (3.20) and Lemma 4.3 that

$$
\nabla \mu=\left\{\mu^{2}+\frac{c}{4 \alpha} \gamma-\left(\frac{c}{4 \alpha}+\gamma\right)\left(\frac{3 c}{4 \alpha}+\alpha\right)\right\} \phi W
$$

From the above equation and Lemma 4.5, it is easy to see that $\mu$ is a constant and

$$
\begin{equation*}
\mu^{2}=-\frac{c}{8} \tag{5.2}
\end{equation*}
$$

on $\Omega$ by virtue of $\frac{c}{4}+\alpha \gamma=\mu^{2}$. Since (5.1) and (5.2) give a contradiction, the set $\Omega$ must be empty. Thus $M$ is a Hopf hypersurface.
Theorem 5.2. Let $M$ be a real hypersurface in a complex space form $M_{n}(c)$, $c \neq 0$. Then it satisfies $R_{\xi} \mathcal{L}_{\xi} g=0$ on $M$ if and only if $M$ is locally congruent to one of the model spaces of type $(A)$.
Proof. Let $M$ satisfies $R_{\xi} \mathcal{L}_{\xi} g=0$. Then $M$ is a Hopf hypersurface by Theorem 5.1, that is, $A \xi=\alpha \xi$. Therefore our assumption $R_{\xi}(\phi A-A \phi)=0$ or equivalently $(\phi A-A \phi) R_{\xi}=0$ are given by

$$
\begin{align*}
& \alpha A \phi A-\alpha A^{2} \phi+\frac{c}{4}(\phi A-A \phi)=0,  \tag{5.3}\\
& \alpha A \phi A-\alpha \phi A^{2}-\frac{c}{4}(\phi A-A \phi)=0 . \tag{5.4}
\end{align*}
$$

On the other hand, if we differentiate $A \xi=\alpha \xi$ covariantly and make use of the equation $(2,4)$ of Codazzi, then we have

$$
\begin{equation*}
A \phi A-\frac{\alpha}{2}(\phi A+A \phi)-\frac{c}{4} \phi=0 \tag{5.5}
\end{equation*}
$$

Let $X$ be any vector field on $M$ such that $A X=\lambda X$. Then it follows from (5.4) that

$$
\begin{equation*}
\left(\alpha \lambda+\frac{c}{4}\right) A \phi X=\lambda\left(\alpha \lambda+\frac{c}{4}\right) \phi X \tag{5.6}
\end{equation*}
$$

From (5.5) we also obtain

$$
\begin{equation*}
\left(\lambda-\frac{\alpha}{2}\right) A \phi X=\frac{1}{2}\left(\alpha \lambda+\frac{c}{2}\right) \phi X \tag{5.7}
\end{equation*}
$$

Assume that there is a point $p$ of $M$ such that $\alpha \lambda+\frac{c}{4}=0$ at $p$. Then we see from (5.7) that $\lambda-\frac{\alpha}{2} \neq 0$, and $A \phi X=\frac{c}{4(2 \lambda-\alpha)} \phi X$ at $p$. Applying $X$ to (5.3) and using $\alpha \lambda+\frac{c}{4}=0$, we obtain $\lambda=0$ and hence $c=0$ at $p$. It is a contradiction.

Therefore we see that $\alpha \lambda+\frac{c}{4} \neq 0$ on $M$, and from (5.6) that $A \phi X=\lambda \phi X$ for any vector field $X$ satisfying $A X=\lambda X$. Therefore from this results we obtain

$$
\begin{equation*}
\phi A=A \phi \tag{5.8}
\end{equation*}
$$

on the whole $M$.
Conversely if it satisfies (5.8), then it is easily seen that (5.3) holds, that is, $R_{\xi} \mathcal{L}_{\xi} g=0$ is satisfies on $M$. Thus Theorem 5.2 follows from Theorem O-MR.
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