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Abstract

In this paper, we propose a new VSS-NLMS algorithm through a simple modification of the conventional NLMS algorithm, which
leads 10 a low complexity algorithm with enhanced performance. The step size of the proposed algorithm becomes smaller as the
error signal is getting orthogonal to the input vector, We also show that the proposed algorithm is an approximated normalized
version of the KZ-algorithm and requires less computation than the KZ-ulgorithm. We carricd out a performance comparison of
the proposed algorithm with the conventional NLMS and other VSS algorithms using an adaptive channel equalization model. Tt
is shown that the proposed algorithm presents good convergence characteristics under both stationary and non-stationary environments

despites its low complexity.
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I. Introduction

Adaptive filters arc widely emploved in many
signal processing applications. One of the commonly
used adaptive algorithms is the normalized least—
mean square (NLMS) algorithm([1],[2]. This is mainly
due to its robustness and the simplicity of its im—
plementation. It is well known that the choice of the
step size governs the speed of convergence and Lhe
misadjustment which is a steady—slate performance
with the filter weights fully adjusted. Many different
schemes which enhance these two convergence cha-
racteristics have been proposed. FHarris et al. [3] and
Kwong et al. [4] proposed variable step size (VSS)
LMS algorithms where the siep size is adjusted to
improve performance, which led to less misadjust—
ment and better tracking properly than the conven—
tional LMS algorithm. More recently, several VSS
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NLMS algorithms were introduced and these algo—
rithms also show better performance than the con—
ventional NLMS, with rapid convergence, good lracking,
and low misadjustment |5]—[7].

In order to get both rapid convergence and small
misadjustment, it is necessary Lo control the step
size # in such a way that for rapid convergence the
values of u# keep relatively large when the filter
weights are being converged. while those are getting
smaller after convergence s achicved for reducing
misadjustment without affecting (racking performance
to non—stationary inputs, For this purpose, Karni
and Zeng [8] proposed a new adaptive damped con—
vergence factor based on Lthe principle of orthogo—
nality. In this work, we introduce a new VSS—NI.MS
algorithm where the sicp—size is controlled hy the
degree of orthogonality through a simpte modification
of the conventional NLMS algorithm. [lowever, the
algorithm is more computationally eflicient and gives
as good performance as Karni—Zeng’s algorithm in

the stationary environment and betler in the non—
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stationary environment.

In Section 1l, we formulate the proposed VSS—
NLMS algorithm and its justification is discussed. In
Section III, we apply the proposed adaptation algo—
rithm to an adaptive equalization problem and si—
mulation results obtained are compared to exisiing
algorithms. Section IV contains the conclusions.

Il. Proposed VSS—NLMS Algorithm

According to the conventional NLMS algorithm, the
adaptive filter weights vector is updated as follows:

=w, +Le.x.

= X, 0< <2
TR W

where W, is the filter weights veclor, X; =[x, x,_ -
X_ua 1 is the inputl vector. € is the adaptive filter
error, # is the step size, and A is the number of
filler weights. ||| is the Euclidean norm of a vector.
First, we miroducc an update equation for the
proposed VSS—NLMS algorithm and then we discuss
its validity and justification later. The algorithm 1s as

follows:
© VSS-NLMS | :
=W Lze,.x,., if aef"x,. Iz 21 (2a)
|
w,, =w, +uaex,, if aellx, "2 <1 2b)

where ¢ 1s a sort of control factor which will be
referred to later. From (2a), one can see the

VSS—NLMS [ algorithm is the same as the conven—

o)

tional NLMS when (Jte,-2||-\r,-||2 21, but in case of @
<1, the algorithm is updated using (2b).

Equation (2b) can be rewritten as

1. YT 1 i)

i 2 2 i
| <

if a"q.xiﬂz <1

(2%

3

If the adaptive filter is operating in the vicinity of

le.x,|’ =0

oplimum point on the performance surface,
according to the principle of orthogonality [1]. There ~
fore, duc 1o small values of wafex,|’ the filter weights
can be adjusted enough to reach the optimum point.
From the fact that ||e,-x,-||2 1s related to the amount of
being converged, we can sce that in the state of con—
vergence, multiplying the normal step size ¢ by “e,x,-ﬂz
will make the actual step size smaller and contribute
to reduce the misadjustment. In the meanwhile, Karni
and Zeng also introduced a VSS—1.MS algorithm using
the principle of orthoghonality [8], which has been
originally developed for standard LMS algorithm.
They suggested the (ollowing step size.

o= ,u(l -e"'l""'"z) (4)

In {(4), the term insidc the parenthesis can be ex—
panded using Taylor expansion as follows:

(1 _ preland )= a

2 4 3 6
e x, |2 L@ "ezklxk” e Jlewi e (B)

3

We see that equation (3) adopts onty the first term
of the Taylor expansion. Thal is, (3) is an NLMS—
type algorithm using the approximated step size
which was proposed by Karni and Zeng. Ilowcever,

for valid approximation, ale.x,|” needs to be small.

|¢’:,-‘f:.||2 should be smaller than

S0 we assume that «
I, which leads to the inequalily in (3). With this
assumption and using the first term of the Taylor ex—
pansion, we will show the VSS—NLMS 1 algorithm
has almost the same performance as the Karni and
Zeng's algorithm (KZ-algorithm) through simulation
in Section 111, As we see, the VSS—NI.MS 1 has less
computational load than the KZ—algorithm which in—
cludes compulation of exponential function!’.

Next, we consider the proper selection of « in

1} The basic idea of the VSS—NLMS 1 has been originally

proposcd in 19} wrillen in Korean.
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(Za) and (2b). Actually, the VSS—NLMS I algorithm
and KZ—algorithm work well over the wide range of

values of a. However, if the input signal has small

variance, afe,x, ||2 becomes relatively small and this
implies that the convergence might be achieved,
although the algorithm has not been (ully converged
yet. This misevaluation may prevent the filter
weights from being adapted further, Fig. 3 shows the
convergence behaviors of the VSS—NLMS T as the
input variance is varied with a being fixed. (The
KZ—atgorithm also shows similar behaviors.) From
Fig. 3. since the inputs of relatively small variance
give poor convergence characteristics for an adaplive
filter, we need to choose large values for o in com—
pensation for the small input variance. To the con—
trary, for inputs of large variance, a should be small
for convergence itsclf and low misadjustment. These
facts imply that ¢ is needed to be normalized. So we
modified (2b) and the modified algorithm is as follows:
© VSS-NLMS II:

Wy =W, + poelx,, if acx] <1

Mp (6)

where a, = "—l—,
X y

where £ is a control factor which may have similar
values to the range of . The above equation is
rewritten as

r
W, =w,+-olxif ol <

1
i ||x,.2 Lt ) i A’.{ﬂ ('_7)

where #'=Mpu.

From (1} and (7). one can scc that there is a minor
difference thal ¢ is replaced by ¢ and one com—
parison operation is added. Therefore, additional com—
putation required is (rivial as comparcd to that of (he
NLMS. The proposed algorithm requires 3as+3 multi—
plications, 3a -1 additions and one comparison ope—
ration, while the NLMS requires 347 +1 multiplications
and 3M -1 additions[2]. We will show that this mo—
dification enhances convergence performance through
simulation in Seclion III.

I, Simulation Results and Discussions

I[n this section, we demonstrate the performance of
the proposed algorithm by carrving out computer
simulations using a simple channel equalization modci,
and compare their convergence characteristics with
other VSS NLMS algorithms. In the simulation, a random
signal «; with equiprobably generated +1 level is
used as input data and it is fillered through the
intersymbol interference channcl which has the
following impulse response[1]:

b o=

¢

{00.5[1 +eosP2m(i-2)/3.1)) i=123 -

X otherwise

White (Gaussian noise with variance of =0.001 is
added to the filtered signal. The number of the adap—
tive filter weights, 34 was 16 and we chose the step
size =10 for stable convergence.

[Fig. 1 compares the convergence of the VSS~NLMS
I with the NLMS and the KZ—algorithm. For meaningful
comparison, the KZ—algorithm was normalized (K7—
NLMS) by dividing £ in (1) by [x| . The mean squared
error (MSE) is calculated and averaged over 500 in—
dependent trials as a performance measure. It is
clear from the figure that while the convergence speed
of the VSS—NI.MS T s the same as that of the NILMS,
the final performance afler convergence is bhetter by
ahout 3 dB (han the NLMS. As aforementioned in
Section LI, Fig. 1 also indicates that the VSS—NLMS
I and the KZ—-NLMS have similar convergence be—
haviors.

Fig. 2 shows the non—stationary characteristics of
the three algorithms. [for the non—stationary environment,
a random signal ¢; with equiprobably gencrated +0.5
level is input before the number of adaptation is 900,
and after then the input data is abruptly changed into
a signal with equiprobably generated +1 level. As we
can see from [Fig. 2, the VSS—NLMS T has as good
tracking capabilities as the NLMS and hetlor steady
—stale convergence charactleristics as well. However,
we may nofice that (he VSS—=NLMS I and the K/
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Fig. 1. Comparison of the NLMS, KZ-NLMS and the VSS-
NLMS | in stationary environment.
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Fig. 2. Comparison of the NLMS, KZ-NLMS and the VSS-
NLMS 1 in non-stalionary environment.

—NLMS show slower convergence speed than the
NLMS before about 300 iterations, where the input
signal d; has +0.5 level. This degradalion is due to
a relatively small input variance as we explained in
Section TI.

Fig. 3 shows how sensitive the algorithm is to the
input variance. The figures in Fig. 3 denote various
levels of the input signal ¢; . In order 1o alleviate this
sensitivity, « should be properly sclected so that it
can compensate for the small input variance. To over —
come this problem, we propnsed the VSS—NI.MS II
wherce ¢ 1s normalized in Section II.

Fig. 4 and Fig. 5 show the stationary and non—
stationary performances of the VSS—=NLMS II. Note
that the VS5-NILMS T and the VSS—NLMS II show
almost the same stationary convergence behaviors,

bul in case of non—stationary environment, the VSS—
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Fig. 3. Convergence behavior of the VSS-NLMS | for various
input variance.(a =1)
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Fig. 5. Comparison of the NLMS, the VSS-NLMS [ and VSS-
NLMS Il in non-stationary envirenment.

NLMS II doesn’t show performance degradation caused
by small iInpul variance any more, and so outperforms
the VES—NIMS 1. Fig. 6 clearly shows the convert—
gence behaviors of the VSS—NLMS IT with various
input variances, Comparing Fig. 6 with Fig. 3, unlike
the VSS—NLMS [, we see that the VSS—NLMS 11
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Fig. 6. Convergence behavior of the VSS-NLMS Il for various
input variances.(5-1)

shows good convergence performance regardless of
input variances.

Next, we present the simulation results of the com—
parison with other two VSS NLMS algorithms, Set
Membership NILMS (SM—NI.MS) [5] and VSS Affine
Projection (VSS—AP) |6]. For reader’s convenience,
these two algorithms are presented as follows!

© SM—-NILMS algorithm :

wi‘+l = w; + )ua‘! L’,-x‘.,
[
- (9)
where ¢, = I e’ it |e|>r
0, otherwise
© VSS~AP algorithm :
W =w + ,ua; e.X;, Q= M’T'
| el +0
X, (10)

P = @;—I + (I - ﬁ)‘—'; |;

fx.

In case of the VSS—AP shown in (10), the pro—
jection order was set to 1 for minimum compulation.
For the simulation, we chose #=1.0, y=0035 C=
0.0001, 5 =0.988

As illustrated in Fig. 7 and Fig. 8, (he overall per—
formance of the VSS—NLMS II is relatively good,
even lhough the performance of the VSS—AD ig
better than that of the VSS-NLMS IL. Ilowever,
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Fig. 7. Comparison of the NLMS, the VSS-NLMS I, the SM-
NLMS and VSS-AP in slationary environment,
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Fig. 8. Comparison of the NLMS, the VSS-NLMS II, the SM-
NLMS and VSS-AP in non-stationary environment.

comparing Llhe computational burdens of the (wo
algorithms, we believe thal the proposed VSS—NLMS
IT will be an attractive algorithm in practice.

IV. Conclusion

In this work, we proposed a new VSS—NLMS
algorithm based on the principle of orthogonality.
The more orthogonal to the inpul vector the error
signal is, the smaller the convergence factor of the
proposed algorithm is. We also showed that the
proposed algorithm is an approximated normalized
version of the KZ—algorithm and requires less com—
pulation than the KZ-algorithm.

We carried out a performance comparison of the
proposed algorithm with the conventional NILMS and

othor VSS algorithms using an adaptive channel equali—
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zation model. It is shown that the proposed algorithm
presents good convergence characteristics under both
stationary and non—stationary environments despites

its low complexity,

References

—

. S, Haykin, Adaplive Fitter Theory, NJ:Prenlice Hall, 2002,

2. AH. Sayed, Fundamenlals of Adaplive Filtering, Wiley-Interscience,
2003,

3. RW, Harns, D.M, Chabries, and F.A Bishop, “A Variable Siep {VS)
Adaptive Filter Algorithm,” /EEE Trans, Acoust, Speech, Signal
Process., vol. ASSP-34, no, 2, pp. 309-316, 1986,

4, RH. Kwong and E W Johnston, “ A Variable Slep Size LMS Algo—
rithm,” /EEE Trans, Signal Process., vol. 40, no, 7, pp. 1633-1642,
1992,

5. S.Gollamudi, S.Nagara), S Kapoor, and Y.F Huang, “Set-Membership
Fillering and a Set-Membership Normalized LMS Aigorithm wilh an
Adaplive Slep Size,” /EEE Signat Processing Lett,, vol_ 5, no, 5. pp.
111-114, 1998,

6. H.C.Shin, AHSayed, and W.J. Song, "Variable Step—Size NLMS
and Alfine Projection Algorithms.” /EEE Signal Processing Leit.,
vol. 11, no, 2, pp. 132-135, 2004,

7. J. Benesly, HRey. L RVega, and S Tressens, ~ A Nonparametric
VSS NLMS Algorilhm,” /EEE Signal Processing Lett, vol. 13, no, 10,
pp. 581-584, 2006,

8. 8. Karmi and G, Zeng, "A New Convergence Factor for Adaptive
lilter,” /EEE Trans. Circuits Syst,, vol, 36, no, 7, pp. 1011-1012, 1989,

9. Ikjoo Chung, “A VSS NLMS algorithm with enhanced convergence

characteristics,” Korean Cont. on Speech Communication and

Signal Processing (Seoul, Korea), pp. 87-90, Aug., 2008 (in

Korean)

[Profile)

= Ik Joo Chung

He received the B.S., M.S. and Ph.D degrees
in Electronics Engineering from Secul National
University, Korea in 1986, 1988 and 1992, re-
spectively. Since 1992, he has been with Kang-
won National University and he is now a pro-
fessor at the Dept. of Electrical and Electronics
Engineering, College of Information Technology.
His research interesls indude adaptive filters,
embedded speech recognition and real-time imple-
mentation.

98 THE JOURNAL OF IHE ACOUSIICAL SOCIETY OF KORFA Vol 28, No 3E



