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Text Region Segmentation from Web Images using Variance Maps
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A variance map can be used to detect and distinguish texts from background in images.

However, previous variance maps work at one level and they suffer a limitation in dealing with
varieties in text size, slant, orientation, translation, and color. We present a method for robustly
segmenting text regions in complex color Web images using two-level variance maps. The
two-level variance maps work hierarchically. The first level finds the approximate locations of
text regions using global horizontal and vertical color variances with the specific mask sizes. The
second level then segments each text region using intensity variance with a local mask size,
which is determined adaptively. By the second process, backgrounds tend to disappear in each
region and segmentation can be accurate. Highly promising experimental results have established
the effectiveness of our approach.
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Figure 1. Text

While existing search engines index a page on the
text that is readily extracted from its HTML code, an
increasing amount of the information on the Web is
embedded in mmages. In extreme cases,

all of the text on a page might be present solely in
image format. Existing Web commercial search engines
are limited to indexing the raw ASCII text they find in
the HIML —they cannot recover image text. This
situation presents new and exciting challenges for the
fields of Web document analysis and text information
retrieval, because Web image texts are typically
rendered in color and at very low spatial resolutions.

Considering traditional optical character recognition
(OCR), one may initially think that Web images
containing texts present some advantages over scanned
documents, such as the lack of digitization—induced
noise and skew. However, the task is considerably
difficult for traditional OCR for a number of reasons.
First, these (often complex) Web images tend to be of
low resolution (just good enough for display and
usually 72 dpi), and the font size used for text is very
small (about 577pt) or very large (about 50770pt). Such
conditions clearly pose a challenge to traditional OCR,
which works with 300dpi images and typical character
sizes of 10pt. Moreover, Web mmages tend to have
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various artifacts (anti-aliasing, colour quantization, and
lossy compression), colour schemes (multicolour text
over multicolour background [Figure 1](a) and
character effects (3D effects, shadows, outlines [Figure
1l{b), characters not always on a straight on a line
[Figure 1l(c), etc.).

The goal of locating the texts in image form can be
gplit into two objectives: Text segmentation. and Text
extraction,

In view of the difficulties posed by image and text
characteristics, the segmentation stage is by far more
challenging. The performance at that stage affects quite
crucially the degree of success in  subsequent
recognition. This paper presents a new approach to the
segmentation, especially in complex Web images (e. g.
those in [Figure 1).
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There are two primary methods for segmenting text
images:  colour
region-based) methods
methods ([5][6]).
It is arpued that the colour representation—based

in (or

({1-4]) and texture-based

representation-based

methods (commonly used by previous approaches) are
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ill-suited to this particular task for Web 1mages. Their
methods for text segmentation and extraction are based
on clustering in the colour space. However, they are
mappropnate for low resolution images and those and
with various character effects. They depend on the
effectiveness of the segmentation method, which should
guarantee that a character is segmented into a few
comnected components (CC) separated from other
objects and the background. These methods produce
good results for relatively simple images, but fail when
more complex images are encountered for the following
reasons. These approaches mostly deal with a very
small number of colors (they do not work on full~color,
e. g. JPEG, images). They also assume a practically
constant and uniform color for text ([7][8]) and fail
when this is not the case. In practice, there are many
situations where a gradient or multicolour texts are
present (see [Figure 1}).

The situation in which dithered colors are present
{especially in GIF images) has received some attention
([9)[10D), but such colours are only found in a relatively
small number of Web images. Furthermore, the
background may also be complex (in terms of colour),
so the assumption that it is the largest area of (almost)
uniform colour in the image {[11]) does not necessarily
hold.

Unlike the above representation, the
texture-based methods employ distinct properties of
texts not shared with their backgrounds. In these
methods, the textual properties of an image are often
detected using the techriques of Gabor filters, wavelets,

spatial variance, etc.

colour

If a document or an image containing texts is viewed
at a certain distance far from a person, he sees a
blurred image of the document but is still able to detect
the different blocks of the document. Detection is
possible since each block has a specific texture pattern.
These patterns correspond to regions of text, regions of

graphics, and regions of pictures. Thus document
images can be segmented into regions of text, and
regions of graphics and/or pictures using the texture of
low-resolution images.

The assumption of the variance map is that each part
of a document image has a different texture. Text
regions have different textures from that of graphics
and pictures. Graphic regions have different textures
from that of texts and pictures, and the same may be
applied to Under this

consideration may be

regions with pictures.

document  segmentation
considered as a texture segmentation problem.

One of the characteristics of this method compared
with others is that it maps the variance around the
pixel to just one value. This value represents the
variance of the texture around the pixel of interest.
Also, in the computation of the variances, a mean value
is used instead of the actual vaiue of the pixel at the
center of the mask. The texture at a pixel is defined as
the average value of the variance of the neighbors of
the pixel in 4 or 8 different directions, vertical,
horizontal, left diagonal, and right diagonal. Thus the
document image is mapped in to the texture image.
Despite its simplicity, variance maps have been shown
to be effective and robust. In {12}, Murguia proved that
a document image can be segmented into regions of
texts, and regions of graphics and/or pictures using
gray-level spatial variance of low resolution images. It
was designed to work with free format documents, text
in background other than white, and skew greater than
10 degrees. Moreover, it requires less computation than
the segmentation methods using the other textures
described in other papers.

Karatzas and Antonacopoulos abandons analysis by
the RGB colour clustering and adopts a segmentation
method based on analysing differences in colour and
lightness that is closer to how humans perceive distinct
objects [13]. However, the current methods using



I

SAMS 0|23 ¥ 0l0jX| HAE ¥ £& 71

differences in colours fail for solving the problem of
segmenting characters in colour web images containing
texts (in headers, titles, banners etc.) when the image
size is not small or the character size is too large. Song
et al. proposed an extraction method to detect text
regions from the images using the intensity variance
and color variance, but the method has difficulties in
locating large text or text with severe illumination
changes [14].

In such a global approach, the mask of variance maps
was applied to a single value for an entive image. A
global mask has a good performance when the text has
a uniform size and the character width is less than that
of the mask, Very often, Web images do not satisfy
these criteria.

Although very effective in text localization, the
variance maps have some shortcomings:

(1) difficulties in designing a locality of the mask

information (type, size) to satisfy the wide variations

of text size.

(2) inability to ensure accurate location of texts. For

example, the resulting variance map suffers from a

great amount of backgrounds in cases in which there

is non-uniform size of text and/or the text is not in

straight lines.

0, Hotsl= wiH

In this paper, variance maps are used to detect and
distinguish texts from the background in Web images.
We propose a method to deal with local information for
masks in variance maps using two levels. Local
information may guide the adaptive mask size for the
local text region only.

Our method is to improve the variance map to
overcorne shortcomings in previous variance maps and

then to manage accurately complicated cases such as

multicolor text and/or texts of various sizes or not
arranged in straight lines.

Our approach is to segment the image into
text/non-text regions as effectively as possible and
then let the OCR system do the detailed refinement. In
other words, we would like to find all text areas and as
few spurious non-text areas as possible without
actually classifving the characters.

Section 4 provides a detailed description of our
method and section 5 shows the experimental results.

The conclusion is given in Section 6.

V. 2B 24 BN LDelE

The two-level variance maps work hierarchically.
The first level variance finds the approximate locations
of text regions using horizontal and vertical color
vartances with specific mask sizes to ensure extraction
of hoth large and small text. At the first level, we can
increase the recall rate using the color variance map
with the specific mask size to approximately
segment-text like regions and apply CC analysis
(CCA). It segments text components in these regions
using local thresholds; a new mask size is determined
adaptively in each. As a second level, the automatic and
non-heuristic gray variance map using the new mask
size is applied to each region. By the second process,
backgrounds tend to disappear in each region and
segmentation can be accurate. In the second level, we
can also increase the precision rate using an intensity
variance map with an adaptive mask size fo find
accurate text-like regions. This technique has been
widely used in image analysis because it exhibits better
performance in segmenting the objects from an image
that contains spatially uneven texture features.

[Figure 2] shows an overview of our method.

First, the global variance of the input image is
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computed to segment text regions in the input image.
This is because text usually occurs with sufficient
differences with the background. Applying CCA, every
CC of the variance image is binarized using a local
threshold. Each CC is then processed separately. This
image 1s passed through a Laplacian filter, which is
useful for extracting variances which occur in texts of
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Ist level; Global variance

Applying CCA
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Binarization

Location of texts with
input image

CC region. Next, for every CC, we determine the new
mask size based on the Laplacian map and then apply
a local variance map with the new mask size to
segment the text region accurately. The method is
finished when the local variance is computed and
applied to the entire image area. (After this step, the
resulting image will have two level variance maps.)

Binarization

Laplacian|map

20d fevel: Local
variance map

Compute adaptive
local mask size

Figure 2. Overview of our method

1. Parameterization of variance map

We obtain the variance map by applying masks to
each pixel (such as [15]). We then transform the
variance map into a binary image. The pixels that were
assigned to 0 are regarded as background and excluded
in subsequent processing. In this processing, we have
various maps that depend on mask shape, mask size,
and the combination of masks if multi masks are used.
We define them parametrically as follows.

O=(m, s, op)

m=subset of {rectangle, vertical form, horizontal
form, cross, diagonals from the upper-right  and

upper-left comer, diagonal cross,.....)

s= mask size, (3<s)

op ={and, or,.}

The possible shapes, m, of the mask are rectangle,
horizontal, vertical, right-upper diagonal, left-upper
diagonal, diagonal cross, etc. They can have different
sizes according to shapes. Sizes must be greater than
at least 3 to obtain its variances. Size s is defined as
the number of pixels in the mask.

Im| is the number of masks used. It is necessary to
combine |m| maps into one when |ml is larger than 1.
We need combination operations are required. Usually
hitwise—and or bitwise-or is used. In this paper, we use
the following parameters:

m= {rectangle, vertical, horizontal}
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s={3x21 rectangle, 17x3 rectangle, 1x21 horizontal,
17x1 vertical}
op ={ and }

In the RGB colour space, the variance at each pixel
(x,y) in applying the horizontal mask is defined as
follows. The variances by the other masks are defined

in the similar way. Horizontal mask operation:

oc"(x,y)=variance of the (x,y) pixel in applying the
horizontal mask to the pixel in the C plane
(with 21 neighbour pixels), where C is one of
R, G, and B.
0"(63)=1/3%(0" (x, ¥)+ 0", y) + 0 (. 1))
M
0"(x,y) and vertical variance map ¢'(x,y) obtained in
this way.
Next we transform the two varlance maps to a
variance map T(xy) using a threshold value t and a

combination operation "and’.

TGy)=l, "Gyt and *(oy)>t
0, otherwise

[Figure 3] shows an input image and its variance
maps. [Figure 3}(b) and [Figure 3l(c) are the
horizontal variance map oh(x,;y) and vertical
variance map 0’ (x,y) correspondently. [Figure 31(d)
displays the variance map obtained from the two
variance maps.

(a) Input image

(¢} Vertical variance rhap h (d) Varlance map

Figure 3, Input image and its variance maps

2. First level: Global analysis

In our method, we first compute the global horizontal
and vertical variances applying equation (1) with 3x21
horizontal and 19x3 vertical masks. The mask sizes
were determined empirically in previous studies. At this
step, we obtain a rough estimation of text regions. Our
intention is to proceed to an initial segmentation of text
(foreground) and non—text (background) regions that
will provide a superset of the correct set of foreground
pixels. This is refined at a later step using the so—called
local variance map. [Figure 4] shows the image of the

variance map.

(b) Variance map

{a} [nput

Figure 4. Global variance map

We see that text areas are high in variance (white
pixels in [Figure 41(b)). To remove further the noisy
regions, we also apply morphological operations, The
operations have structuring elements with size 2x5 for
dilation and 3x3 for erosion to emphasize more
horizontal texts. Morphological closing and opening are
applied.

[Figure 5}(a) shows the results of the morphological
operations, and [Figure 5](b) shows the connected
components (CC) (which are randomly colored).

F|gure 5. (a) Morphological operahon applied
(left) and (b) CCs (right)

As shown in [Figure 5}(b), every CC usually contains
image text, but only, however, in a sub-optimal fashion:
Some CCs span more than one line and/or column of
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text, others contain no text, while in many the
background comprises a large portion of the pixels.
Fortunately, these shortcomings can be overcome by
the next step, applying the local variance map.

3. Second level: Local analysis

3.1 Binarization

We generate a bounding box around each CC region
on the variance map of the first level Once the
bounding box of each CC is obtained, each region in the
bounding box is binarized using Otsu thresholding.
This step produces binary text regions to be used as
inputs to the local variance map (It is possible to run
local color images directly, but we obtain substantially
worse performance if we do so).

Every CC region provided by the variance map is
expected to contain only text, implying that the
background and foreground should be easily separable
through thresholding.

To ensure the correct labelling of both dark-on-light
and light-on-dark text, the proportion of pixels which
fall above and below the thresholds is considered. Since
in a block of text there is always a larger area of
background than text elements, the group of pixels with
the lower proportion is labelled as text, and the other
group as background.

3.2 Laplacian map and CC

In our approach, the local binary image is passed
through a Laplacian filter which is useful in applying
the local variance map. The Laplacian edge detector
produces closed edge contours because edge strength is
not considered, so even the slightest, most gradual
intensity transition produces differences in pixel values.
Next, CCA is generated based on the Laplacian image.

CCA detects character candidates and enables us to
estimate their size and the spacing between them.
These estimates will be used to apply the local vanance

map with adaptive mask for text directly to the regions.

We show results for the Laplacian map and CCs in
[figure 6] for the top-left text region shown in [Figure
5l

Figure 6. Laplacian map and CCs

3.3 Estimation of adaptive mask

In applying the local variance map, the key problem
is the determination of the mask type and size.
Determinztion of a adaptive mask size is very important
and perhaps the most sensitive part of any image
segment scheme of variance maps because a wrong
size of mask may result in discarding of some text
information (an object can be considered part of
background and vice versa).

The well-known local adaptive method uses mean
and standard deviation to compute mask size over a CC
text region {(e. g. bounding box of every CC in [Figure
6]). We use the mean and the standard deviation along
with widths of all bounding boxes in every CC to
compute another mask size for the CC region. In other
words, we compute the adaptive mask size to apply the
local variance map, which uses adaptive contribution of
mean and standard deviation in determining local mask

size.

3.4 Local variance map

The local variance map is an adaptive one in which
a mask size is determined over a CC region. The local
method performs better in case of nonlinearly aligned
texts and over a wide variation of text sizes. The
segmentation quality depends on the above adaptive
mask size.

We apply intensity variance map to the CC region
presented by the Laplacian filter with adaptive mask



size. Our method computes the local horizontal variance
using only equation (1) with the mean and the standard
deviation as a mask size for every CC region.

We show results for the local variance map and the
red bounding boxes of CCs in [Figure 71,
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Figure 8. User Interface of the proposed text exiraction method.

V. &gl gt

We conducted experiments with a PC having a CPU
(Intel Core 2 Duo E7200 253GHz) with Window XP
using VC++6.0. The proposed method was tested using
400 web images selected randomly from the Web
whose sizes are varied greatly. Some of them contain
extremely large or small text, non homogeneously
colored text, and/or non-horizontal layouts. It is notable
that all of our experiments were performed without
apriori knowledge about the input image. We did not
have any information about the font size or format of
the text in the image. All images had low resolution,
and the sizes of characters varied from 4pt to 72pt.

The user interface of the proposed text segmentation
method is illustrated in [Figure 8]. The windows in this
figure show the results of the text segmentation
process. The bottom-right window in this figure shows
the results of the text segmentation process. In the
results, segmented texts are represented as black
rectangular bounding boxes.

In order to compare our method with other global
variance—based methods, we evaluated the performance
of our method and the method of [14] with the same
test images. The method of [14] uses the only global
variance map with the different mask sizes (3x21
horizontal and 19x3 vertical masks). [Figure 9]
lustrates the results of segmenting texts in Web
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images using the method of [14] (left) and our method
(right), and the improvement can be seen at right sides
of the resulting images. In all of these experiments, we
use the same parameters. Based on visual criteria, we
have seen that our method outperforms that of [14].
[Figure 9] shows the results that our method has
removed the background as much as possible without
disturbing the text area. This is an improvement over
the method of [14]. By looking at results of our method,
we have observed that, by the local variance, we can
get the unnecessary pixels eliminated from the 1mage
background in a better way while preserving characters
and vice versa. In this way, we have found adaptive
local mask sizes to be appropriate for this kind of Web
image.
Additionally,
segmentation effect. [Figure 9] (a),

our method serves the text line
(h), (c), and (d)
present the line segmentation results of our method.

ISR AIERY

Due to the size of variation of characters, connected
words, curvilinear text lines, non uniform gaps between
neighboring text lines in Web images, and text line
segmentation for Web images still presents a
significant challenge ([16-18]). Therefore, our method
can be the intermediary between text extraction and
line segmentation.

In the experiments, we found that fragmentation
often appears at those text lines that isolated both IN
horizontal and vertical orientations. Because headlines
vary in size greatly, some headline components are
body of text
components. The fragmentation rate of headline regions
is higher than that of body text regions.

Our method may fail to extract texts when texts in
the input image have severe colour gradation and too

erroneously  segmented into  the

small differences of intensity. False alarms are

currently ignored.

(b)




TR

UL TS

Figure 9. Images of different segmentation results, contained in the rectangles: {Left)
for Song et al.([14]) method; (right) for our proposed method.

V. 2 B

In this paper, we propose a local adaptive approach
using variance maps to segment texts in Web images.
The proposed method is less sensitive fto user
parameters and can deal with segmentations where
shadows, non-uniform character sizes, low resolution,
and skewing occur. After the local approach, our
method demonstrates superior performance on Web
images using visual criteria. Our method has the

additional advantage that it can be applied directly to
the line segment. Further research will focus on
developing the text or non—text classifier and character
segmentations.
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