PageRank #1g ¢12|EE 2t9 =9 & Bt

= 2009-46Cl-5-2

PageRank ¥ dudEE 749 <4 ¥4 37}

(Ranking Quality Evaluation of PageRank Variations )

hva S

=]

3}

y O

WS W E A A

(Pham Minh Duc, Jun-Seok Heo, Jeong-Hoon Lee, and Kyu-Young Whang )

:‘?}** :];f' Ooﬂ %k

(w] o
RO

PageRank €12 5&& T2 (Google)5 9 A4 d7oA 9 Holx o £(rank) S A dHe F28 8240)r) PageRank &3] E

9 ¢91 $dranking quality) & FFA717] el BE WY Gl E S| AFHAUAR ofH WY YLAHES WY YNIFE
Sl 2] % & & FVL ATHEAZL FAGA Yok ¥ wFoNE PageRark YT 2 4R WY el

3 25 7o) ZFEEY diE €9 £2& 91T o2 99, 94 ¥F gudEEL 99 FAadink) FERE o4t HFY]
% w3 (Link-based approaches)® €9} 9ju] A B E o] &3t =2 7]4t v (Knowledge-based approaches)"i F3 og
S F, o] F 7ix Wyle] £3lE ¢uFEL ZUE ¢SS Aotein, WE YadFEY 158 2ET ¢nYFEL T
Agc}h W )9 o Holx B2 T4 A4 doled i J8e £ PageRankel ¥E 4nelEEY 18 1Y 2UERRY
g £ Y A4S Adse ¢ngEe 2t

Abstract

The PageRank algorithm is an important component for ranking Web pages in Google and other search engines. While many
improvements for the original PageRank algorithm have been proposed, it is unclear which variations (and their combinations)
provide the “best” ranked results. In this paper, we evaluate the ranking quality of the well-known variations of the original
PageRank algorithm and their combinations. In order to do this, we first classify the variations into link~based approaches,
which exploit the link structure of the Web, and knowledge-based approaches, which exploit the semantics of the Web. We
then propose algorithms that combine the ranking algorithms in these two approaches and implement both the variations and
their combinations. For our evaluation, we perform extensive experiments using a real data set of one million Web pages.
Through the experiments, we find the algorithms that provide the best ranked results from either the variations or their
combinations.

Keywords : information retrieval, PageRank, combination-based algorithms, search quality, performance evaluation

I. Introduction
the information on the web.

Naver™ are becoming powerful tools for retrieving

As the amount of information on the World Wide
Web (WWW) increases rapidly, search engines such
as Google™, Yahoo™ MS Live Search™ and

TR, T g, T HAsY
Kikalay
(Dept. of Computer Science, Korea Advanced
Institute of Science and Technology)

¥ 2 =582 usHErieR/dFgsgde 713
AAFAAY (No. ROA-2007-000-20101-0) ¥ %
FEAEATY FHAFZAHAY No. KRE-
2007-211-D00102)2] A& wol 3 A7,

Hedal 200096€25%, A SE Y 20009944

R EL T

(652)°

The overall mechanism of a search engine involves

1) cawling, 2) indexing, and 3)

three steps
searching. In the crawling step, a program called
“web crawler” downloads web pages from the web.
In the indexing step, the downloaded web pages are
parsed and stored in the database to facilitate the
search. In the searching step, from the database, the
search engine retrieves web pages that are relevant
to given queries, and then, return the results to

users.
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Among the typically huge amount of relevant web
pages satifying a query, users only want to browse
the most mmportant ones?. T hus, web search engines
need to use effective ranking methods for ordering
the search results according to their “importance”.

There have been a number of methods proposed to
effectively rank the relevant web pagesm. These
methods classified into two categories”
content-based methods and link-based methods. The

content-based methods exploit the similarity between

are

the contents of web pages and given queries. The
link-based methods exploit the link structure of web
pages. Currently, link-based methods are prevalent in
prominent web search engines such as Google,
Yahoo, and MS Live Search™. Among link-based
methods, PageRankD™, which is first introduced by
Google, has been known as one of the most popular
ones.

As PageRank is an important component for
ranking web pages in Google and other web search
[3], many variations of the PageRank algorithm
have been proposed in order to improve the ranking

engines

qua]itym. However, it is unclear which variations (or
their combinations) provide the “best” ranked results
since existing research neither explicitly explains
which ranking algorithm are used®™® * or nor
provides sufficient experimental results for comparing
the ranking quality among those variations™ 2 2 2

In this paper, we evaluate these variations of
PageRank. We first classify them into the link-based
approach and the knowledge-based approach. The
link-based approach exploits the link structure of
web pages only. Dangling link estimation™  and
jwnp—weightinglg] are well-known algorithms in this
approach. The dangling link estimation algorithm
exploits the link information of dangling pages?
estimated and the jump-weighting algorithm exploits
the number of “bad” links. Here, bad links are the

1) PageRank is based on the idea that a web page is
important if it is pointed by many other
important web pages [11].

2) Dangling pages are those web pages that either
have no outgoing links or whose outgoing links
are unknown [8].

15

links pointing to the dangling pages that can not be
crawled because they are not ava lible or not
downloadible®.  The knowledge-based
exploits the semantics of the Web. Domain-based
PageR, 17} trustimationPageR 2

well-known algorithms in this approach. The
trustimationPageRank  algorithm the
trustworthiness of a web page in the PageRank
the domain-based PageRank
algorithm exploits the information of the main page

approach

and are

exploits

computation and
(or index page) of a domain™” *', Then, under the
assumption that Naver search engine provides the
perfect search results for Korean queries, we evaluate
the effectiveness of the ranking algorithms using
either of two approaches by comparing the ranked
results with those of Naver.

Besides, we propose the algorithms that combine
the ranking algorithms in the two approaches and
evaluate them in order to show the effectiveness of
this combined approach.

The contributions of this paper are as follows.

(1) We conduct extensive experiments to evaluate
the ranking quality of well-known variations of
PageRank. Our that the
jump-weighting is the most effective algorithm in the
link-based approach, and the domain-based PageRank
is the most effective one in the knowledge-based
approach.

(2) We propose the algorithms that combine the
ranking algorithms in the two approaches. Through
the experiments, we find that the combinthe combinthe
dangling link estimthe coalgorithm and the
domain-based PageRank algorithm the best
algorithm among both the variations of PageRank

and their combinations.

experiments  show

is

The rest of the paper is organized as follows.
Section II introduces models that represent the web
and the behavior of a user on the web. Section I
is related to the
variations of PageRank. Section IV proposes the
combined algorithms of the variations of PageRank.
Section V presents the results of quality evaluation.

reviews existing work that

Section VI summaries and concludes the paper.
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II. Preliminaries

In this intfroduce the models
representing the web and the behavior of a user on
the web. In Section 1, we introduce the web graph
model. In Section 2, we introduce the random surfer
model.

section, we

1. Web Graph Model

Web is modeled as a graph G= (V , E) consisting
of a set V of web pages (vertices) and a set E of
directed links (edges) that connect pages. There
are several kinds of links in the web graph. The
incoming links to a page are called inlinks. The
outgoing links from a page are called outlinks. The
indegree of a page is the number of its inlinks,
whereas the outdegree 1s the number of its
outlinks™. The web pages that “either have no
outlinks or for which no outlinks are known” are
called dangling pages”. The links pointing to
dangling pages are called dangling links'*,

Figure 1 shows an example of the web graph
model. In this figuré, circles (e, A4, B, and O
represent web pages and arrows represent directed
links (e, AC and BC). This web is modeled as a
web graph G = (V, E), in which V'is a set of three
Vertices‘ A, B and €, and E is a set of two directed
edges A—é’ and EE* A_C)' is an outlink of the web
page A and also an inlink of the web page C.
Similarly, EE’ i1s an outlink of the web page B and
also an inlink of the web page C. Since the web page
C has no outlinks, both AC and BC are two
dangling links of the web page C.

@ V {48 C
E {4C, BC}
0 AC, BC are inlinks of web page C
@ AC is outlink of web page 4
BCis outlink of web page B

Web Graph G ¥, E} = AC, BC are dangling links

a8 10 ® = 2Eel o
Fig. 1. An example of web graph model.
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2. Random Surfer Model

The behavior of the user in the web is modeled as
the random surfer model™ %. In this model, the
surfer (ie, user) performs a random walk on the
web graph. That is, in order to visit web pages, the
surfer simply keeps clicking on the outlinks of web
pages or randomly jumps to another web page by
typing its URLs on the web browser.

Figure 2 shows an example of the random surfer
model. In this example, circles (eg., A, B, and ()
represent web pages and arrows represent directed
links (e.g., E, AC and F_(J)). Let us assume the
random surfer is on the web page F. Then, the
random swfer can visit the web page C by following
the outlink FC of F, and visit other web pages by
following the outlinks of C, and so on. If he or she
gets bored with clicking on the outlinks to visit
another web page, the random surfer can randomly
selects a web page to jump into. In this example, the
surfer on F randomly jumps to web page B that is
not directly pointed by any outlinks of £.

- link

--» random jump from F to B

jump to a random page

e surfer 22| of

a8 2
Fig. 2. An example of the random surfer model.

HOI. Related Work

In this section, we review the original PageRank
and its varations. In Section 1, we describe the
original PageRank. In Section 2, we present the

E 1. 80
Table 1. The terminologies.

link pointing to the dangling pages that can
bad link not be crawled because tg?y are not
available or downloadable
bad page page that has E?.d links pointing to

dangling pages
domain page | main page or index page of a domain™"
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variations. Table 1 shows the terms that are used in

the following sections.

1. PageRank

PageRank is a well known algorithm that exploits
the “link information to assign global importance
scores to all pages on the web™”. The basic idea of
PageRank is that if a page ¢ has an outlink to a
page p, then the page g implicitly conveys the
importance of g to p[m, That is, mmportant pages
pages than
unimportant pages do. Accordingly, a page becomes
important if it is pointed to by many other important
pages[n].

We note that PageRank simulates the behavior of
a “random surfer” and the PageRank value represents
the probability that a user visits each web pagem].
The PageRank values of web pages are computed as
in Equation 1%,

confer

more importance to other

PR]g]

PRlp|=d -
q: (q,p)EENozmk(fI)

+(1—=d) - v[p] (1

Here, PR[p] is the PageRank value of a web page
py d the damping factor {or the probability of
following a link); Num(q) the outdegree of web page
g vlp] the random jump value over web page p,
which is the probability that the surfer randomly
jumps to the web page p from an arbitrary web
page. In the original PageRank, the authors simply
assume that the random jump values over all web
pages are uniform™. That 1s, the probabilities that
the surfer randomly jumps to web pages are the

same.

2. Variations of PageRank

Many variations of PageRank have been proposed
i order to improve the ranking quality of the original
PageRank. There variations are classified into
link-based knowledge-based
approaches. In Section 2.1, we introduce link-based
2.2,

approaches  and

Section introduce

knowledge-based approaches.

approaches. In

we

(555)
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2. 1. Link—based approach

Link-based approaches improve the ranking quality
of PageRank by handling dangling pages more
intelligently. In this section, we first review how to
handle dangling pages in the original PageRank.
Then, we present the algorithms estimating the ratio,
called outlink distributionm, of the PageRank value
that distributed from dangling pages
non-dangling pages. We also present the algorithms

is to
penalizing the web pages that have bad links to
dangling pages.

(Dangling Page)

Since dangling pages and dangling links (e, links
to dangling pages) are parts of the web graph and
have a significant effect on the PageRank values of

[24], existing work tries to consider them in

web pages
computing PageRank values.

In the original PageRank, Page et al. handle the
dangling pages when computing PageRank values as
follows?: »
1. Remove both dangling links and dangling pages

from the web graph '

2. Compute the PageRank values for remaining pages
using remaining links

3. Re-insert both the dangling links and the dangling
pages into the web graph, and take a few more
iterations to compute the PageRank values for all
web pages '

Since the authors assume that each dangling page
have links to all non-dangling pages, the PageRank
value of each dangling page is uniformly distributed
to all non-dangling pages. In contrast, recent works
distribute the PageRank value of each dangling page
non—uniformly to non-dangling pages in order to
improve the ranking quality of the original PageRank.
In the following introduce two
well-known methods of this approach — Outlink
Estimation™™ and Bad Page Demotion™.

sections, we

(Outlink Estimation)
Sreangsu et al™ proposed three algorithms —
dangling link estimation, naive link estimation, and
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clustered link estimation — in order to estimate the
outlink distributions from dangling pages
non-dangling pages.

The dangling link estimation algorithm estimates
the PageRank value distributed from a dangling page
to a non-dangling page in proportion to the current

to

PageRank value of the non-dangling page. Then, it
recomputes PageRank values with the PageRank
values distributed from dangling pages. Both the
naive link estimation and cluster link algorithms are
based on the following observation. If two web pages
p and g are pointed to by another common web page,
p and g tend to have similar outlink distributions.
Thus, if both a dangling page and non-dangling
pages are pointed to by another common web page,
these algorithms estimate the PageRank values
distributed from the dangling page in proportion to
the outlink distributions of these non-dangling pages.

Sreangsu et al’™ show that the dangling link
estimation algorithm gives a ranking quality better
than those of the others as the size of the data set
increases (e.g., more than 1000 pages).

(Bad Page Demotion)

Eiron et al® proposed four algorithms
Jump-weighting, push-back, self-loop, and BHITS —
in order to demote the ranks of bad pages.

The jump~weighting algorithm demotes the rank of
a bad page by distributing the PageRank value of a
dangling page to all non-dangling pages in proportion
to the fraction of the number of its good links over

the number of goodlinks of the page ). The
the outdegree of the page ’

push—back algorithm demotes the rank of a bad page
by distributing a portion (ie, PageRank value of a

the number ofbadlinks of the page . Ranl
the outdegree of the page ) of its Page

its outdegree (ie.,

page*

value to the non-dangling pages pointing to it. The
BHITS algorithm demotes the rank of a bad page by
distributing the PageRank value of a dangling page
to non-dangling pages only if their outlinks pointing
to the dangling page are good links. The self-loop
algorithm demotes the rank of a bad page by

reducing its PageRank value obtained from its

PageRank 918 YRS E

(556)
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self-loop link (e, link pointing to the web page
itself).

Since the authors do not compare the ranking
quality among these algorithms, it is unclear which
algorithm is the best one.

2. 2. Knowledge—based approach

Knowledge-based approaches improve the quality
of PageRank by exploiting the semantics of the web.
In this section, we introduce the algorithm that
exploits the information about the domain pages
(simply, domain-based PageRank) and the algorithm
that  exploits  the about  the
trustworthiness of a web page (simply, trust-based
PageRank).

information

(Domain-based PageRank)

In the domain-based PageRank algorithm'™, the
authors assume that a user usually starts his (her)
browsing the web pages of a web site from the
index page (or the domain page) of that web site"”
= Accordingly, the probability that a user randomly
jumps to the domain page of a web site is higher
than the probability that he (she) randomly jumps to
the other pages of that sitecbabus, in the PageRank
computation, the random jump values given to the

domain pages are higher than other pages.

(Trust-based PageRank)

In the trust-based PageRank algorithm®’, the
authors assume that the users prefer to visit
trustworthy pages (high trust score pages) than
untrustworthy pages (low trust score page)™. We
note that, the trust scores of web pages are
computed by TrustRank™ a method that
“differentiates trusworthy pages from spam pages”™®
by exploiting the intuition that good pages (trusted
pages) seldom point to spam pages[”].

In the literature, the authors introduced the
behavior of a “cautious surfer"™ who always tries to
“stay away from untrustworthy web pages™ That

is, he prefers to visit the web page that has higher
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trust score than others. In addition, the probability
that the user decides to follow the outlinks of a web
page, which is the damping factor in the random
surfer model, also depends on the trust score of the
web page. If the web page is untrustworthy, the
surfer does not want to follow its outlinks since the
that it pointed to may also be
untrustworthy web pages. Besides, the probability
that cautious surfer randomly jumps to each web
page also depends on the trust score of the web
page. The surfer will likely selects a web page
having high trust score to randomly jump o,

The damping factor for following outlinks of a web
page is replaced by the trust score of the web page,
and the random jump values of web pages are
computed using their trust Thus, the
PageRank value of a web page is non-uniformly
distributed to other web pages according to their

trust scorem].

web pages

Scores.

1IV. Combination—based PageRank

In this section, we propose the ranking algorithms
that combine link-based approaches and knowledge-
based approaches. Specifically, we use the jump-

x 2

EI|Y

Table 2. The notation.

the vector of PageRank values of all .
PR; web pages (PageRank vector) at the i
iteration of the computation
t the vector of trust scores
the vector whose values represent
dom whether web pages are domain pages or
not
Woon-dengling the set of non-dangling pages
Weengting the set of dangling pages
Woiink the set of web pages that have bad links
W the set of web pages that do not have
glink bad links
Npgge the number of web pages
d the damping factor
Neiirid p) the outdegree of web page p
. . the fraction of good links over the
ratio_glink(p) outlinks of web page p
Alp] the value of the element corresponding
to web page p in a vector A
L I’ - norm of the given vector, ie, s
1 of the absolute values of its elements
|| sum of all values in the given vector

(857)
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weighting and dangling link estimation algorithms of
the link-based approach, and use the trust-based
PageRank and domain-based PageRank algorithms of
the knowledge-based approach. We
dangling link estimation algorithm as a representative
of the outlink estimation approach because the
algorithm provides a ranking quality better than
those of the others for a large data set as explained

select the

in Section I1.2.1. We also select the jump-weighting
algorithm as a representative of the bad page
algorithm can
compute PageRank values more precisely than those

demotion approach because the

of the others by considering the impact of whole
dangling web pages on the PageRank computation.
Table 2 shows the notations that are used in the
following sections.

1. Trust—based Dangling Link Estimation

We combine the trust-based PageRank algorithm™
and the dangling link estimation algoﬁtllrn[24] by
considering the trust scores of web pages in the
dangling link estimation algorithm, That is, this
algorithm distributes the PageRank value of each
dangling page with higher values to non-dangling
pages having high trust scores than those to the
other non-dangling pages. We call this algorithm
trust-based dangling link estimation.

Figure 3 shows the trust-based dangling link
estimation algorithm. The inputs to this algorithm are
the web graph G, the seed set of good pages S, and
the residual threshold e. The output is the PageRank
vector over all web pages. In Step 1, the algorithm
initializes the vector of trust scores with values
computed by TrustRank method™ for all web pages

and the PageRank vector with the same values (e,

! ). In Step 2, the algorithm iteratively computes

age
the PageRank values of all web pages until the
residual between two consecutive PageRank vectors
is lese samn e. In this step, PageRank values of
non-ling link esti are uniformly distributed to otherr
with the sarough their outlinks (Step 2.1), while the
PageRank of eachgling link is

value est
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Input: (1) Web graph G=(VE)
{(2) A seed set of good pages §
(3) Residual threshold ¢
Output: PageRank vector over all web pages
Algorithm:
Step 1. Initialize
1.1. ¢ =TrustRank(G.,S)

1.2. Foreachp € ¥, PRy[p] = NI
page

Step 2. Compute PageRank values: Repeat

2.1. Foreachp€ W,

n-dangling

2.1.1, For each (p,q) € E, PR, ,[q] = PR,.,[q] +d - PRIp]_

N, oiink@)

22. Foreachp € W piny

2.2.1. For each g € W,,,,, snoting

PR.,[q] = PRy, (9] +Z—% PR[p]
YEW pon-dongling

For each g €V, PR, ;[q] — PR;, ,[q] + (1 - d) .ﬁ

For each g €V, PR, ,[q] « PR,,,[q] + (JPR]l; — \PR...}\) ,]ﬁ

é=|| PR, ~ PR}

Untild<e

Return PR,

23.
2.4.
2.5.
2.6.
Step 3.

% 3 Trust-based dangling link estimation gt22|&
Fig. 3. Trust-based dangling link estimation algorithm.

non-uniformly distributed to all non-ling linkweb
pages according to their trust scores (Step 2.2).
Afterrdistributing the PageRank value from eachgweb
page to the other with the, it random jump value to
eachgweb page (Step 2.3) and normalizes the
PageRank vector (Step 24) so thme the sum of
PageRank values of all web pages is uncamnged (ie,
1.0). In Step 3, the algorithm retumns the converged
PageRank vector.

2. Trust—based Jump—Weighting

We combine the trust-based PageRank algorithm™
and the jump-weighting algon'thmgg] by considering
the trust scores of web pages in the jump-weighting
algorithm. That is, this algorithm distributes the
PageRank value of each dangling page with higher
values to good pages having high trust scores than
those to the bad pages. We call this algorithm
trust-based jump-weighting.

Figure 4 shows the trust-based jump-weighting
algorithm. The inputs and the output of this
algorithm are the same as those of the trust-based
dangling link estimation algorithm in Figure 3.
Except for the Step 2.2, all the other steps are the
same as those of the trust-based dangling link

PageRank H¥ Y12FE 4o =9 SE FJ}

Input: (1) Web graph G=(VE}

(2) A seed set of good pages §

(3) Residual threshold &

Output: PageRank vector over all web pages
Algorithm:

Step 1. Initialize
1.1, t=TrustRank(G.S)
1.2. Foreachp € ¥ PRy[p] =

N,

page

Step 2. Compute PageRank values: Repeat

2.1. Foreach p € 5, gungiing

PR,
2.1.1. For each (p.q) € E, PR, ,[q] =PR.[q] +d" PRlp]_

N, otink®
For each p € W 00 /* the algorithm divides the PageRank value of p
into two portions and distributes each of them to bad and good pages */

/* The portion for bad pages */

2.2.1. For each q € Wy
_ o ratie.glink(g)
PRy lq] = PR [q] + 3 ratio_glink(u) PRp]

u€ an:»dangling
/* The portion (i.¢., 1 — the portien for bad pages) for the good pages */

22.

2.2.2. For each q € W,

2 ratio_glink(v)
- V€W | PR ﬂ
PR;,1la] = PRiila] 11~ 3% watic glimkgy | PRAPT 3777
u€ Wnon-dangling ré ngink
23. For each q €7, PR, [q] — PRy, fq] + (1 ~d) - 7=
page
1
2.4, Foreach g €V, PR, ,[q] + PR, [q] + (IPRJl; — |IPR:.,|I;)- Npage
25. 5= PR.,,~ PR
26 Untild<e
Step3. Retorn PR;

38 4. Trust-based jump-weighting 2t22|&
Fig. 4. Trust-based jump-weighting algorithm,

estimation algorithm in Figure 3. In Step 2.2, the
PageRank value of each dangling page is distributed
to all non-dangling pages as described above.

3. Domain—based Dangling Link Estimation

We combine the domain-based PageRank
algorithmm] and the dangling link estimation
algorithm[m by considering the domain pages in the
dangling link estimation algorithm. That is, this
algorithm distributes the PageRank value of each
dangling page with a higher value to domain pages
than those to the other pages. We call this algorithm
domain-based dangling link estimation.

Figure 5 shows the domain-based dangling link
estimation algorithm. The inputs to this algorithm are
the web graph G and the residual threshold e. The
output is the PageRank vector over all web pages. In
Step 1, the algorithm initializes the domain-based
vector and the PageRank vector. In the domain-based
vector, it assigns the value 1 for domain pages, 0 for
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Imput: (1) Web graph G=(VE)

(2) Residual threshold ¢

Output: PageRank vector over all web pages
Algorithm:

Step 1. Initialize
L1.1. Foreachp € V: If p is a domain page dom/[p] = I;else dom[p] = 0

d
1.2. domfp] = ||2;n”{ﬁ7{

1.3. Foreach p € ¥V, PRy[p] =

N,

page
Step 2. Compute PageRank values: Repeat

2.1. For each p € W,,,, sungiing

2.1.1. For each (p,q) € E, PR, ,[q] = PR, ,[q] + d~;&i
ulinka’)

2.2. For each p € Wyoiing

2.2.1. For each q € W, sungiing

d
PRy.1fa] = PRyy1fa] + =5l PR fp]
u€ Wnan—dangling
23. For each g €F, PRi.,[q] < PRyy [g] + (1 — d) 7L
'page
2.4. For each g €V, PR, ,{q] < PR;. [q] + (PR}, — ||IPR;. |l ‘——_prlge
2.5. 8=|| PR\, - PRI,
2.6. Untild <¢
Step3. Return PR,

23 5 Domain-based dangling link estimation Z12|&
Fig. 5. Domain-based dangling link estimation algorithm.

other pages (Step 1.1), and then, normalizes the
domain-based vector (Step 1.2) so that the sum of all
values in this vector is 1. In the PageRank vector, it

assigns the same values (e, Ly to all web

page
pages. In Step 2, the algorithm iteratively computes
the PageRank values of all web pages until the
residual between two consecutive PageRank vectors
is less than e. In this step, PageRank values of
non-dangling pages are uniformly distributed to other
web pages through their outlinks (Step 2.1), while the
PageRank of each dangling page is
non-uniformly distributed to all non-dangling web
pages according to their domain-based values (Step
2.2). After distributing the PageRank value from each
web page to the other web pages, it adds the random
jump value to each web page (Step 2.3) and
normalizes the PageRank vector (Step 24) so that
the sum of PageRank values of all web pages is
unchanged. In Step 3, the algorithm returns the
converged PageRank vector.

value

4. Domain—based Jump—Weighting
We combine the domain-based PageRank algorithm

o the jump-weighting algorithm[S} by

and

(559)
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Input: (1) Web graph G=(VE)

(2) Residual threshold ¢

Output: PageRank vector over all web pages
Algorithm:

Step 1. Initialize

1.1. For each p € V: If p is a domain page dom/[p] = I; else dom[p] = 0

dom[p]
lldomi|, J

1.3. Foreachp € ¥, PRy[p] = ~—
page

1.2. dom[p] =

Step 2. Compute PageRank values: Repeat
2.1. Foreachp € W, iangling

PR,
211 Foreach (p.q) €E PR [q] = PR, fq] +d-— L]

N, olink@)
Foreachp € W iangiing /* the algorithm divides the PageRank value of p
into two portions and distributes each of them to bad and good pages */
/* The portion for bad pages */
2.2.1. For each g € Wy,

- __ratio_glink(g)

PR, ifa] = PRy fa] +—5ren e - PR[p]
u€ Wnon-dangling

/* The portion (i.e., 1 — the portion for bad pages) for the good pages */

2.2.2. For each g € Wy

2.2,

2 ratio_glink(v)
PRy, 4] = PRy 4] {1 - %,’a,"m,m—w} PR o] il
UE W, on-dangling € Wolink
2.3. For each q €, PR,y fa] «— PR, fq] + (1 -d) - pr,ge
2.4. For each g €V PR, ,[q] « PR..,[q] + (PRI, — [IPR;.,|I,) "%
25. 6=| PR..,— PR,
2.6. Untild <e
Step3. Return PR,

12 6. Domain-based jump-weighting 12| &
Fig. 6. Domain-based jump-weighting algorithm.

considering the domain pages in the jump-weighting
algorithm. That is, this algorithm distributes the
PageRank value from each dangling page to good
domain pages (ie, the domain pages having no bad
links) higher than to bad domain pages (e, the
domain pages having bad links). We «call this
algorithm domain-based jump-weighting.

Figure 6 shows the domain-based jump-weighting
algorithm. The inputs and the output of this
algorithm are the same as those of the domain-based
dangling link estimation algorithm in Figure 5.
Except for the Step 2.2, all the other steps are the
same as those of the domain-based dangling link
estimation algorithm in Figure 5. In Step 2.2, the
PageRank value of each dangling page is distributed
to all non-dangling pages as described above.

V. Performance Evaluation

1. Experimental Data and Environment
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We compare the effectiveness (i.e., ranking quality)
of the variations of PageRank and their combinations.
In order to do this, we conduct two sets of
In the first set,
effectiveness among the variations of PageRank. In

experiments. we compare the
the second set, we compare the effectiveness among
the combinations of these variations. As a result, we
empirically find the best ones from either the
variations or their combinations.

For measuring the effectiveness, we build search
engines using the ranking algorithms different from
one another. Under the assumption that Naver search
engine produces perfect ranked results for Korean
queries, we consider that the search engine producing
the ranked results more similar to Naver’s results
than other search engines is better than the other. In
order to compute the similarity between ranked
results of one search engine and those of Naver, we
use the Spearman footrule distance®(simply, the
Spearman Distance) because the Spearman Distance
is a measure widely used for comparing between two
ranked Listst ¥

We perform experiments using a real data set of
one million Korean web pages. In order to crawl
those web pages, we use 7000 seed URLs. They are
collected from the directory service of Daum?), which
provides the URLs of trustworthy web pages, and
from Google's top-100 results for the queries in our
query set, which provides the URLs of the most
important web pages for each query. Additionally, we
use a seed set of 2392 good pages to compute the
trust scores of web pages. These seed pages are
collected from trusted web
governmental and educational web sites.

sites such as

We use a set of 30 popular queries as in Figure 7.
They are collected from the popular queries service
of Google?). For each query in the query set, and for
each of the search engines compared, we measure the

Spearman Distance between the ranked results of the

D http://dir.daum.net.

2 Popular queries service of Google provides the list
of the most popular queries from each country in
each month [13].
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Fig. 7. The query set used in the experiments.
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Table 3. Experiments for evaluating the ranking quality of

the variations.

Comparison between DOMAIN and JW

search engine and those of Naver. We note that since
users usually browse the top results[4], we only
compute the Spearman Distance with Naver’'s top
results (e.g., top-10, top-20, ..). Besides, since the
size of our data set is much smaller than that of
Naver, some of Naver’'s top results may not appear
in the search results of the search engine. Hence, we
only consider the ranked lists of the overlapping
URLs between the ranked results of the search
engine and Naver’s top results. We then normalize
the Spearman Distance to be lied between 0 and 1.
Finally, for each search engine, we average the
distances over the 30 queries. We  present the
detailed computation process in Appendix A.

In the first set of experiments, we measure the
Spearman Distance of the variations of PageRank
while varying the number of Naver's top results (ie.,
k). For this, we implement the original PageRank
algorithm (PR), dangling link estimation (DLE) and
jump-weighting (JW), which are two well-known
algorithms of link-based approach, and domain-based
PageRank(DOMAIN) and trust-based PageRank
(TRUST), which are two well-known algorithms of
knowledge-based approach. Then, we build search
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Table 4. Experiments for evaluating the ranking quality of
the combinations.

Comparison among TRUST+JW, DOMAIN+JW,

Exp. 4 | TRUST+DLE, and DOMAIN+DLE

Comparison between DOMAIN and
DOMAIN+DLE

Comparison among all the ranking algorithms

Exp. 5

Exp. 6

engines using these algorithms. For finding the best
variation of PageRank, we compare the Spearman
Distances among the algorithms in each approach,
and then, compare the Spearman Distances between
the best ones from the two approaches. Table 3
summarizes the experiments in the first set.

In the second set of experiments, we measure the
Spearman Distances of the combinations of the
variations while varying k. For this, we implement
combination-based  algorithms:  trust-based
dangling link estimation (TRUST+DLE), trust-based
jump-weighting (TRUST+JW), domain-based
dangling link (DOMAIN+DLE), and
domain-based jump-weighting (DOMAIN+JW). Then,
we build search engines using these algorithms. For
finding the best combination-based algorithm, we
compare the

four

estimation

Spearman  Distances
We Spearman
Distances between the best variation of PageRank
and the best combination-based algorithm in order to
find the best algorithm among both the variations of
PageRank and their Table 4
summarizes the experiments in the second set.

We implemented each ranking algorithm in a web
search engine (ODYS). ODYS is implemented using
the Object Relational DBMS/Search
engine[ that has been under development at
KAIST/AITrc? for 19 years. ODYS stores one
million web pages in 600GB Seagate IDE disk and
runs on a Pentium-4 2.8 GHz Linux PC with 1 GB
of main memory. To crawl web pages, we use the
crawler proposed by Shin et al™® and run it on nine
Core2Duo E6750 Linux PCs, each with 1 GB of main

among these

combinations. then compare the

combinations.

Odysseus
%]

(561)
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memory and a 400GB Seagate SATAZ disk.

2. Results of the Experiments
(Comparison among link-based approaches)
Experiment 1. comparison among PR, DLE and JW

Figure 8 shows the result quality of the algorithms
in the link-based approach as k is varied from 10 to
100. Here, we use the residual threshold £=10° and
the damping factor d = 0.85, which are commonly
used for computing the PageRank values™® % #,
Hereafter, we use the same residual threshold and
the damping factor in all the experiments. As shown
in the figure, the jump-weighting algorithm provides
the ranking results having the smallest Spearman
Distance among those of all the algorithms in the
link-based approach in comparing with Naver's top-k
results. Compared with the other algorithms, the
jump-weighting algorithm reduces the Spearman
Distance to about 15% over the original PageRank,
and about 18% over the dangling link estimation
algorithm. We expect that the approach of demoting
the ranks of bad pages is more effective than the one
of promoting the ranks of the important web pages,
and the jump-weighting algorithm is the best
algorithm in the link-based approach.
(Comparison among knowledge-based approaches)
Experiment 2 comparison among PR, TRUST and
DOMAIN

Figure 9 shows the result quality of the algorithms

PR HKIJW DLE
o 1.0
o 0
=
S 08 N
= %]
§ 0 4Z
S 0.2 \
(=9
m 0 1 L 1 1 1 1 1 1
10 40 70 100
Naver's top-k
a2 8. k2 eistol wE link-based approachg Z7+el A
SH|I
Fig. 8. Comparison among link-based approaches as k
‘is varied,
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Fig. 10. Comparison between DOMAIN and JW as k is

varied.

in the knowledge-based approach. Here, we use a
seed set of 2392 good pages as explained in Section
V.1. Hereafter, we use the same seed pages in all the
trust-based algorithms. As shown in the figure, the
domain-based PageRank algorithm outperforms the
other algorithms in the knowledge-based approach.
Compared with the other algorithms, the
domain-based PageRank algorithm the
Spearman Distance to about 12% over the original
PageRank, and about 25% over the trust-based
PageRank algorithm except for the large values of k&
(eg, k > 80.
promoting the ranks of domain pages is more
effective than the algorithm promoting the ranks of
trustworthy pages and the domain-based PageRank
is the best algorithm in the knowledge-based

reduces

We expect that the approach

I
M
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Fig. 11. Comparison among combination-based
approaches as k is varied.

approach.

(Finding the best algorithm from all the variations)
Experiment 3: comparison between DOMAIN and JW

Figure 10 shows the result quality of the
domain-based PageRank algorithm, which is the
best one in the knowledgebased approach, and the
jump-weighting algorithm, which is the best one in
the link—based approach. As shown in the figure, the
Spearman Distance of the domain-based PageRank is
substantially smaller than tha-weigthe jump-weighting
algorithm. We can conclude that the domain-based
PageRank algorithm is the most effective one among
the varations of PageRank.

(Comparison  among  the  combination-based
approaches)
Experiment 4 comparison among TRUST+]W,

DOMAIN+JW, TRUST+DLE, and DOMAIN+DLE
Figure 11 shows the result quality of the
combination-based PageRank algorithms. As shown
in the figure, the Spearman Distance of the
domain-based dangling link estimation algorithm is
substantially smaller than those of other algorithms.
Compared with the other algorithms, the
domain-based dangling link estimation algorithm
reduces the Spearman Distance to about 12% over
the trust-based jump-weighting algorithm, about 18%
over the trust-based dangling link estimation
algorithm, and about 29% over the domain-based
jump-weighting algorithm. Thus, we expect that the
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combination of the domain-based PageRank algorithm
and the dangling link estimation algorithm is the best
one among the combination-based PageRank
algorithms.
(Finding the best algorithm among both the variations
and their combinations)
Experiment 5 comparison between DOMAIN and
DOMAIN+DLE

Figure 12 shows the result quality of the
domain-based PageRank algorithm ,which is the best
algorithm among the variations of PageRank, and the
domain-based dangling link estimation algorithm,
which is the best algorithm among the combinations.
As shown in the figure, the Spearman Distance of
the domain-based dangling link estimation algorithm

is substantially —smaller than that of the

*«DOMAIN+DLE ©DOMAIN

—

Naver's top-k

LN

Lo o -
RN N N =)

Spearman Distance

<

a8 12 kol wE DOMAINZF DOMAIN+DLES| AsH[m
Fig. 12, Comparison between DOMAIN and DOMAIN+
DLE as k is varied.
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Fig. 13. Comparison among all the ranking algorithms as
k is varied.
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domain-based PageRank algorithm. Hence, we expect
that the combination of the domain-based PageRank
algorithm and the dangling link estimation algorithm
is the best one among both the variations and their
combinations.
Experiment 6! comparison among all the ranking
algorithms

Figure 13 shows the result quality of all the
variations of PageRank and their combinations. As
shown in the figure, the Spearman Distance of the
domain-based dangling link estimation algorithm is
smaller than those of all the other algorithms. Thus,
we can conclude that the domain—based dangling link
estimation algorithm is the best one among both the

variations and their combinations.

VI. Conclusions

In this paper, we have evaluated the ranking
quality of well known ranking algorithms (and their
combinations) that are derived from the original
PageRank algorithm. Our evaluation is based on a
real data set of one million Korean web pages that
are crawled using our web crawler, and a query set
of 30 popular keyword queries. In order to evaluate
of both those variations of
PageRank and their combinations, we build multiple
web search engines that use different ranking

the effectiveness

algorithms. Under the assumption that Naver search
engine produces the perfect search results for given
queries, we measure the performance of each ranking
algorithm by comparing its ranked results with those
of Naver.

Specifically, we first classified the variations of
PageRank into 1)the link-based approach that exploits
the link structure of the web pages only and 2)the
knowledge-based the
semantics of the web pages additionally. Then, we
proposed the algorithms that combine the ranking
algorithms in the two approaches. In the experiments,

approach  that exploits

we compared each pair of ranking algorithms in each
approach in order to find the most effective algorithm
within the approach. We also compared each pair of
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the combination-based algorithms in order to find the
best one among them. Then, we found the most
effective algorithms from the variations and their
combinations.

As results of the experiments, we showed that the
jump-weighting algorithm and the domain-based
PageRank algorithm are the most effective ones in
the link-based approach and the knowledge-based
approach, respectively. We also showed that the
combination of the domain-based PageRank
algorithm and the dangling link estimation algorithm
is the most effective one among both the variations

and their combinations as well.

Appendix A: Computation of the Spearman
Distance

Equation 2 shows the Spearman Distance SF, (S)

between the ranked results of a search engine S; (1<
1< Nengine) and Naver’s top results over a query g (1
<J< Nyery) where Nepgne is the number of search
engines compared, and Ng., is the number of
queries. In Equation 2, ¢;, and §, are two ordered
sets (i.e., the ranked results) of the search engine S
and Naver's top results for the query g, respectively,
u is an overlapping element (i.e, an URL) in these
sets, and o, (u) and ¢, (u) are the positions (or
ranks) of the element u in o;, and ¢, respectively.
SF,(8)="3] |o;, (w) =8, (u)

uESo;No

(2)

For each query, and for each of the search engines
compared, we computed the normalized Spearman

Distance as shown in the FEquation 3. Here,
SFy min(S;) and SF, .., (8;) are the minimum and
maximum Spearman Distance among
{SF, (8,),..,5F, (S, )}, respectively.
S‘F:]](S;) - S‘F:]j.,min (S; )
S‘F:Ijmormalize (Sl) - SF:]],ma.x (Sz) _ SF;],min (S;) (3)

Finally, we average the Spearman Distance over all
the queries for each search engine as shown in the
Equation 4.

PageRank 818 &g EE
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to] =9 2 Bt

N,

1 query

] SF:]]-,nornwlize (Sz)

(4)

spearman_distance(S,) = N

query j=
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