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#### Abstract

We obtain necessary and sufficient conditions for $2 \times 2$ block operator valued matrices to be Moore-Penrose (MP) invertible and give new representations of such MP inverses in terms of the individual blocks.


## 1. Introduction

The Moore-Penrose inverse (for short MP inverse) has proved helpful in systems theory, difference equations, differential equations and iterative procedures. It would be useful if these results could be extended to infinite dimensional situations. Applications could then be made to denumerable systems theory, abstract Cauchy problems, infinite systems of linear differential equations, and possibly partial differential equations and other interesting subjects (see, for example $[1,2]$ and $[7,8]$ ).

Let $\mathcal{H}$ and $\mathcal{K}$ be separable, infinite dimensional and complex Hilbert spaces. Denote by $\mathcal{B}(\mathcal{H}, \mathcal{K})$ the set of all bounded linear operators from $\mathcal{H}$ into $\mathcal{K}$. For an operator $A \in \mathcal{B}(\mathcal{H}, \mathcal{K}), \mathcal{R}(A), \mathcal{N}(A)$ and $A^{*}$ denote the range, the null space and the adjoint of $A$, respectively. The identity onto a closed subspace $\mathcal{M}$ is denoted by $I_{\mathcal{M}}$ or $I$ if there is no confusion. For $T \in \mathcal{B}(\mathcal{H}, \mathcal{K})$, if there exists an operator $T^{+} \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ satisfying the following four operator equations

$$
\begin{equation*}
T T^{+} T=T, \quad T^{+} T T^{+}=T^{+}, \quad T T^{+}=\left(T T^{+}\right)^{*}, \quad T^{+} T=\left(T^{+} T\right)^{*} \tag{1}
\end{equation*}
$$

then $T^{+}$is called the MP inverse of $T$. It is well known that $T$ has the MP inverse if and only if $\mathcal{R}(T)$ is closed and the MP inverse of $T$ is unique (see [ $8,11,16]$ ).

In recent years, representations and characterizations of the MP inverse for matrices or operators on a Hilbert space have been considered by many authors (see $[1,2],[5],[8,9,10,11,12,13,14,15,16])$. In this paper, we are mainly
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interested in MP invertibilities and representations of the MP inverse for $2 \times 2$ block operator valued matrices with specified properties on a Hilbert space. Applying these results, we can obtain the MP inverses of $2 \times 2$ block operator valued matrices with specified properties.

## 2. Some lemmas

In this section we shall give some lemmas.
Lemma 1 ([3, 4]). Let $A \in \mathcal{B}(\mathcal{H}, \mathcal{K})$ have a closed range. Then $A$ has the form

$$
A=\left(\begin{array}{cc}
A_{1} & 0  \tag{2}\\
0 & 0
\end{array}\right):\binom{\mathcal{R}\left(A^{*}\right)}{\mathcal{N}(A)} \rightarrow\binom{\mathcal{R}(A)}{\mathcal{N}\left(A^{*}\right)}
$$

where $A_{1}$ is invertible. In this case $A^{+}=A_{1}^{-1} \oplus 0$.
Lemma $2([6,9])$. Let $A$ and $B$ be in $\mathcal{B}(\mathcal{H})$. Then
(1) $\mathcal{R}(A)+\mathcal{R}(B)=\mathcal{R}\left(\left(A A^{*}+B B^{*}\right)^{\frac{1}{2}}\right)$.
(2) $\mathcal{R}(A)$ is closed if and only if $\mathcal{R}(A)=\mathcal{R}\left(A A^{*}\right)$.
(3) If $A \geq 0$ is a positive operator in $\mathcal{B}(\mathcal{H})$, then $\overline{\mathcal{R}\left(A^{\frac{1}{2}}\right)}=\overline{\mathcal{R}(A)}$.

Lemma 3. The $2 \times 2$ block operator valued matrix $\left(\begin{array}{cc}A & B \\ 0 & 0\end{array}\right)$ is MP invertible if and only if $\mathcal{R}(A)+\mathcal{R}(B)$ is closed, and

$$
\left(\begin{array}{cc}
A & B  \tag{3}\\
0 & 0
\end{array}\right)^{+}=\left(\begin{array}{ll}
A^{*}\left(A A^{*}+B B^{*}\right)^{+} & 0 \\
B^{*}\left(A A^{*}+B B^{*}\right)^{+} & 0
\end{array}\right)
$$

Proof. Put $T=\left(\begin{array}{cc}A & B \\ 0 & 0\end{array}\right)$. Then $\mathcal{R}(T)=\mathcal{R}(A)+\mathcal{R}(B)=\mathcal{R}\left(A A^{*}+B B^{*}\right)^{\frac{1}{2}}$. This implies that $\mathcal{R}(T)$ is closed if and only if $\mathcal{R}\left(A A^{*}+B B^{*}\right)$ is closed by Lemma 2. So $\left(A A^{*}+B B^{*}\right)^{+}$exists if $T^{+}$exists. From $T^{+}=T^{*}\left(T T^{*}\right)^{+}$we have
$T^{+}=\left(\begin{array}{cc}A^{*} & 0 \\ B^{*} & 0\end{array}\right)\left(\begin{array}{cc}\left(A A^{*}+B B^{*}\right)^{+} & 0 \\ 0 & 0\end{array}\right)=\left(\begin{array}{cc}A^{*}\left(A A^{*}+B B^{*}\right)^{+} & 0 \\ B^{*}\left(A A^{*}+B B^{*}\right)^{+} & 0\end{array}\right)$.
Additionally, we include some formulae here for later use.
Corollary 4. (1) The $2 \times 2$ block operator valued matrix $\left(\begin{array}{ll}A & 0 \\ B & 0\end{array}\right)$ is MP invertible if and only if $\mathcal{R}\left(A^{*}\right)+\mathcal{R}\left(B^{*}\right)$ is closed, and

$$
\left(\begin{array}{ll}
A & 0  \tag{4}\\
B & 0
\end{array}\right)^{+}=\left(\begin{array}{cc}
\left(A^{*} A+B^{*} B\right)^{+} A^{*} & \left(A^{*} A+B^{*} B\right)^{+} B^{*} \\
0 & 0
\end{array}\right)
$$

(2) The $2 \times 2$ block operator valued matrix $\left(\begin{array}{ll}0 & 0 \\ B & A\end{array}\right)$ is MP invertible if and only if $\mathcal{R}(A)+\mathcal{R}(B)$ is closed, and

$$
\left(\begin{array}{cc}
0 & 0  \tag{5}\\
B & A
\end{array}\right)^{+}=\left(\begin{array}{cc}
0 & B^{*}\left(A A^{*}+B B^{*}\right)^{+} \\
0 & A^{*}\left(A A^{*}+B B^{*}\right)^{+}
\end{array}\right)
$$

Let $A \in \mathcal{B}(\mathcal{H}), B \in \mathcal{B}(\mathcal{K})$ and $C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$. The next lemma gives the MP inverse representation of the $2 \times 2$ block upper triangular operator valued matrix $\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ in the case that $A$ or $B$ is invertible.
Lemma 5. Let $A \in \mathcal{B}(\mathcal{H}), B \in \mathcal{B}(\mathcal{K}), C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ and $B$ be invertible. Then the $2 \times 2$ block operator valued matrix $\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is $M P$ invertible if and only if $\mathcal{R}(A)$ is closed, and

$$
\left(\begin{array}{cc}
A & C \\
0 & B
\end{array}\right)^{+}=\left(\begin{array}{cc}
A^{+}-A^{+} C \triangle C^{*}\left(I-A A^{+}\right) & -A^{+} C \triangle B^{*} \\
\triangle C^{*}\left(I-A A^{+}\right) & \triangle B^{*}
\end{array}\right)
$$

where $\triangle=\left(B^{*} B+C^{*}\left(I-A A^{+}\right) C\right)^{-1}$.
Proof. First, by Corollary 4, for an arbitrary invertible operator $M,\left(\begin{array}{cc}0 & N \\ 0 & M\end{array}\right)$ is MP invertible and

$$
\begin{aligned}
\left(\begin{array}{cc}
0 & N \\
0 & M
\end{array}\right)^{+} & =\left(\left(\begin{array}{cc}
0 & 0 \\
N^{*} & M^{*}
\end{array}\right)^{+}\right)^{*} \\
& =\left(\begin{array}{cc}
0 & 0 \\
\left(N^{*} N+M^{*} M\right)^{-1} N^{*} & \left(N^{*} N+M^{*} M\right)^{-1} M^{*}
\end{array}\right)
\end{aligned}
$$

Second, let $B$ be invertible. Since $\mathcal{R}(A)$ is closed, $\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ has the form

$$
\left(\begin{array}{cc}
A & C \\
0 & B
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & C_{1} \\
0 & A_{1} & C_{2} \\
0 & 0 & B
\end{array}\right):\left(\begin{array}{c}
\mathcal{N}(A) \\
\mathcal{R}\left(A^{*}\right) \\
\mathcal{K}
\end{array}\right) \rightarrow\left(\begin{array}{c}
\mathcal{N}\left(A^{*}\right) \\
\mathcal{R}(A) \\
\mathcal{K}
\end{array}\right)
$$

where $A_{1}$ as an operator from $\mathcal{R}\left(A^{*}\right)$ onto $\mathcal{R}(A)$ is invertible. Now, let $N=$ $\left(0, C_{1}\right), M=\left(\begin{array}{cc}A_{1} & C_{2} \\ 0 & B\end{array}\right)$ and $\triangle=\left(B^{*} B+C^{*}\left(I-A A^{+}\right) C\right)^{-1}=\left(B^{*} B+C_{1}^{*} C_{1}\right)^{-1}$. It is easy to check that

$$
\left.\left.\left.\begin{array}{rl}
\left(\begin{array}{cc}
A & C \\
0 & B
\end{array}\right)^{+} & =\left(\begin{array}{cc}
0 & 0 \\
\left(N^{*} N+M^{*} M\right)^{-1} N^{*} & \left(N^{*} N+M^{*} M\right)^{-1} M^{*}
\end{array}\right) \\
0 & 0 \\
0 \\
-A_{1}^{-1} C_{2} \triangle C_{1}^{*} & A_{1}^{-1} \\
\triangle C_{1}^{*} & 0
\end{array}\right) \Delta A_{1}^{-1} C_{2} \triangle B^{*}\right) 子 \begin{array}{cc}
A^{*}
\end{array}\right) .
$$

Similar to the proof of Lemma 5, we have the following result.
Lemma 6. Let $A \in \mathcal{B}(\mathcal{H}), C \in \mathcal{B}(\mathcal{K}, \mathcal{H}), B \in \mathcal{B}(\mathcal{K})$ and $A$ be invertible. Then the $2 \times 2$ block operator valued matrix $\left(\begin{array}{cc}A & C \\ 0 & B\end{array}\right)$ is MP invertible if and only if $\mathcal{R}(B)$ is closed, and

$$
\left(\begin{array}{cc}
A & C \\
0 & B
\end{array}\right)^{+}=\left(\begin{array}{cc}
A^{*} \triangle & -A^{*} \triangle C B^{+} \\
\left(I-B^{+} B\right) C^{*} \triangle & B^{+}-\left(I-B^{+} B\right) C^{*} \triangle C B^{+}
\end{array}\right)
$$

where $\triangle=\left(A A^{*}+C\left(I-B^{+} B\right) C^{*}\right)^{-1}$.
Lemma 7. Let $A \in \mathcal{B}(\mathcal{H}), B \in \mathcal{B}(\mathcal{H}, \mathcal{K}), C \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ and $B$ be invertible. Then the $2 \times 2$ block operator valued matrix $\left(\begin{array}{cc}A & C \\ B & 0\end{array}\right)$ is MP invertible if and only if $\mathcal{R}(C)$ is closed, and

$$
\left(\begin{array}{ll}
A & C \\
B & 0
\end{array}\right)^{+}=\left(\begin{array}{cc}
\triangle A^{*}\left(I-C C^{+}\right) & \triangle B^{*} \\
C^{+}-C^{+} A \triangle A^{*}\left(I-C C^{+}\right) & -C^{+} A \triangle B^{*}
\end{array}\right),
$$

where $\triangle=\left(B^{*} B+A^{*}\left(I-C C^{+}\right) A\right)^{-1}$.

## 3. The MP inverses of $2 \times 2$ block operator valued matrices

In this section we will give the MP inverse representations of $2 \times 2$ block operator valued matrix

$$
M=\left(\begin{array}{ll}
A & B  \tag{6}\\
C & D
\end{array}\right)
$$

where $A \in \mathcal{B}(\mathcal{H}), D \in \mathcal{B}(\mathcal{K}), B \in \mathcal{B}(\mathcal{K}, \mathcal{H})$ and $C \in \mathcal{B}(\mathcal{H}, \mathcal{K})$.
Let us recall that operators $S, T \in \mathcal{B}(\mathcal{H}, \mathcal{K})$ are said to be $*$-orthogonality, denoted by $S \perp^{*} T$, whenever $S T^{*}=0$ and $S^{*} T=0$ (see [4]). If $S \perp^{*} T$, then it is easy to check that $(S+T)^{+}=S^{+}+T^{+}$. From this result we can get the following results.

Theorem 8. Let $M$ be defined as Eqn.(6).
(1) If $A C^{*}+B D^{*}=0, \mathcal{R}(A)+\mathcal{R}(B)$ and $\mathcal{R}(C)+\mathcal{R}(D)$ are closed, then $M$ is MP invertible and

$$
M^{+}=\left(\begin{array}{ll}
A^{*}\left(A A^{*}+B B^{*}\right)^{+} & C^{*}\left(D D^{*}+C C^{*}\right)^{+} \\
B^{*}\left(A A^{*}+B B^{*}\right)^{+} & D^{*}\left(D D^{*}+C C^{*}\right)^{+}
\end{array}\right)
$$

(2) If $A^{*} B+C^{*} D=0, \mathcal{R}\left(A^{*}\right)+\mathcal{R}\left(C^{*}\right)$ and $\mathcal{R}\left(B^{*}\right)+\mathcal{R}\left(D^{*}\right)$ are closed, then $M$ is MP invertible and

$$
M^{+}=\left(\begin{array}{cc}
\left(A^{*} A+C^{*} C\right)^{+} A^{*} & \left(A^{*} A+C^{*} C\right)^{+} C^{*} \\
\left(D^{*} D+B^{*} B\right)^{+} B^{*} & \left(D^{*} D+B^{*} B\right)^{+} D^{*}
\end{array}\right) .
$$

Proof. Let

$$
S=\left(\begin{array}{cc}
A & B \\
0 & 0
\end{array}\right), \quad T=\left(\begin{array}{cc}
0 & 0 \\
C & D
\end{array}\right) .
$$

Since $\mathcal{R}(A)+\mathcal{R}(B)$ and $\mathcal{R}(C)+\mathcal{R}(D)$ are closed, by Lemma 3 and Corollary 4 we have

$$
S^{+}=\left(\begin{array}{ll}
A^{*}\left(A A^{*}+B B^{*}\right)^{+} & 0 \\
B^{*}\left(A A^{*}+B B^{*}\right)^{+} & 0
\end{array}\right), \quad T^{+}=\left(\begin{array}{cc}
0 & C^{*}\left(D D^{*}+C C^{*}\right)^{+} \\
0 & D^{*}\left(D D^{*}+C C^{*}\right)^{+}
\end{array}\right) .
$$

From $A C^{*}+B D^{*}=0$ we get that $S \perp^{*} T$. So

$$
M^{+}=\left(\begin{array}{ll}
A^{*}\left(A A^{*}+B B^{*}\right)^{+} & C^{*}\left(D D^{*}+C C^{*}\right)^{+} \\
B^{*}\left(A A^{*}+B B^{*}\right)^{+} & D^{*}\left(D D^{*}+C C^{*}\right)^{+}
\end{array}\right)
$$

(2) Similar to the proof of (1), the details are omitted.

If we set $S^{\prime}=\left(\begin{array}{cc}A & B \\ 0 & D\end{array}\right)$ and $T^{\prime}=\left(\begin{array}{cc}0 & 0 \\ C & 0\end{array}\right)$ such that $S^{\prime} \perp^{*} T^{\prime}$, we can get the following results.

Theorem 9. Let $M$ be defined as Eqn.(6), $\mathcal{R}(A), \mathcal{R}(D)$ be closed such that $A C^{*}=0$ and $D^{*} C=0$.
(1) If $\mathcal{R}(A) \cap \mathcal{R}(B)=\{0\}$, then $M$ is MP invertible if and only if $\mathcal{R}(C)$ and $\mathcal{R}\left(B_{0}\right)$ are closed and
$M^{+}=\left(\begin{array}{c}A^{+} \\ B_{0}^{+}+\left(D^{+} D+B_{0}^{+} B_{0}-B_{0}^{+} B\right) \Delta\left(B-B_{0}\right)^{*}\left(I-B_{0} B_{0}^{+}\right)\end{array} \begin{array}{c}C^{+} \\ \left(D^{+} D+B_{0}^{+} B_{0}-B_{0}^{+} B\right) \Delta D^{*}\end{array}\right)$,
where $\triangle=\left(D^{*} D+\left(B-B_{0}\right)^{*}\left(I-B_{0} B_{0}^{+}\right)\left(B-B_{0}\right)\right)^{+}, B_{0}=\left(I-A A^{+}\right) B(I-$ $\left.D^{+} D\right)$.
(2) If $\mathcal{R}\left(D^{*}\right) \cap \mathcal{R}\left(B^{*}\right)=\{0\}$, then $M$ is MP invertible if and only if $\mathcal{R}(C)$ and $\mathcal{R}\left(B_{0}\right)$ are closed and

$$
M^{+}=\left(\begin{array}{cc}
A^{*} \triangle\left(A A^{+}+B_{0} B_{0}^{+}-B B_{0}^{+}\right) & C^{+} \\
B_{0}^{+}+\left(I-B_{0}^{+} B_{0}\right)\left(B-B_{0}\right)^{*} \triangle\left(A A^{+}+B_{0} B_{0}^{+}-B B_{0}^{+}\right) & D^{+}
\end{array}\right),
$$

where $\triangle=\left(A A^{*}+\left(B-B_{0}\right)\left(I-B_{0}^{+} B_{0}\right)\left(B-B_{0}\right)^{*}\right)^{+}, B_{0}=\left(I-A A^{+}\right) B(I-$ $\left.D^{+} D\right)$.
(3) If $\mathcal{R}(A) \cap \mathcal{R}(B)=\{0\}$ and $\mathcal{R}\left(D^{*}\right) \cap \mathcal{R}\left(B^{*}\right)=\{0\}$, then $M$ is $M P$ invertible if and only if $\mathcal{R}(C)$ and $\mathcal{R}(B)$ are closed and

$$
\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right)^{+}=\left(\begin{array}{cc}
A^{+} & C^{+} \\
B^{+} & D^{+}
\end{array}\right)
$$

Proof. (1) Since $\mathcal{R}(A) \cap \mathcal{R}(B)=\{0\}, \mathcal{R}(A)$ and $\mathcal{R}(D)$ are closed, $S^{\prime}$ has the form

$$
S^{\prime}=\left(\begin{array}{cc}
A & B  \tag{7}\\
0 & D
\end{array}\right)=\left(\begin{array}{cccc}
0 & 0 & B_{1} & B_{2} \\
0 & A_{1} & 0 & 0 \\
0 & 0 & D_{1} & 0 \\
0 & 0 & 0 & 0
\end{array}\right):\left(\begin{array}{c}
\mathcal{N}(A) \\
\mathcal{R}\left(A^{*}\right) \\
\mathcal{R}\left(D^{*}\right) \\
\mathcal{N}(D)
\end{array}\right) \rightarrow\left(\begin{array}{c}
\mathcal{N}\left(A^{*}\right) \\
\mathcal{R}(A) \\
\mathcal{R}(D) \\
\mathcal{N}\left(D^{*}\right)
\end{array}\right)
$$

From Lemma 3 and Lemma 7 we know that $S^{\prime}$ is MP invertible if and only if

$$
\mathcal{R}\left(B_{2}\right)=\mathcal{R}\left(\left(I-A A^{+}\right) B\left(I-D^{+} D\right)\right)
$$

is closed and $\left(\begin{array}{cc}A & B \\ 0 & D\end{array}\right)^{+}=\left(\begin{array}{cc}0 & 0 \\ \mathcal{T}^{+} & 0\end{array}\right)$, where $\mathcal{T}=\left(\begin{array}{ccc}0 & B_{1} & B_{2} \\ A_{1} & 0 & 0 \\ 0 & D_{1} & 0\end{array}\right)$.
If we replace $A, B$ and $C$ by $\left(0, B_{1}\right), A_{1} \oplus D_{1}$ and $B_{2}$ in Lemma 5 , respectively, then we have

$$
\mathcal{T}^{+}=\left(\begin{array}{ccc}
0 & A_{1}^{-1} & 0 \\
\triangle^{\prime} B_{1}^{*}\left(I-B_{2} B_{2}^{+}\right) & 0 & \triangle^{\prime} D_{1}^{*} \\
B_{2}^{+}-B_{2}^{+} B_{1} \triangle^{\prime} B_{1}^{*}\left(I-B_{2} B_{2}^{+}\right) & 0 & -B_{2}^{+} B_{1} \triangle^{\prime} D_{1}^{*}
\end{array}\right)
$$

where $\triangle^{\prime}=\left(D_{1}^{*} D_{1}+B_{1}^{*}\left(I-B_{2} B_{2}^{+}\right) B_{1}\right)^{-1}$. Hence

$$
\begin{aligned}
& \left.\left(\begin{array}{cc}
A & B \\
0 & D
\end{array}\right)\right)^{+} \\
= & \left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & A_{1}^{-1} & 0 & 0 \\
\triangle^{\prime} B_{1}^{*}\left(I-B_{2} B_{2}^{+}\right) & 0 & \triangle^{\prime} D_{1}^{*} & 0 \\
B_{2}^{+}-B_{2}^{+} B_{1} \triangle^{\prime} B_{1}^{*}\left(I-B_{2} B_{2}^{+}\right) & 0 & -B_{2}^{+} B_{1} \triangle^{\prime} D_{1}^{*} & 0
\end{array}\right) \\
A^{+} & \left(\begin{array}{cc}
B_{0}^{+}+\left(D^{+} D+B_{0}^{+} B_{0}-\right. & 0 \\
\left.B_{0}^{+} B\right) \triangle\left(B-B_{0}\right)^{*}\left(I-B_{0} B_{0}^{+}\right) & \left(D^{+} D+B_{0}^{+} B_{0}-B_{0}^{+} B\right) \triangle D^{*}
\end{array}\right),
\end{aligned}
$$

where $\triangle=\left(D^{*} D+\left(B-B_{0}\right)^{*}\left(I-B_{0} B_{0}^{+}\right)\left(B-B_{0}\right)\right)^{+}, B_{0}=\left(I-A A^{+}\right) B(I-$ $\left.D^{+} D\right)$.

Since $A C^{*}=0, D^{*} C=0$, we have $S^{\prime} \perp^{*} T^{\prime}$. So

$$
\begin{aligned}
& \left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right)^{+} \\
= & \left(\begin{array}{cc}
A & B \\
0 & D
\end{array}\right)^{+}+\left(\begin{array}{cc}
0 & 0 \\
C & 0
\end{array}\right)^{+} \\
= & \left(\begin{array}{cc}
A^{+} & C^{+} \\
B_{0}^{+}+\left(D^{+} D+B_{0}^{+} B_{0}-\right. & \\
\left.B_{0}^{+} B\right) \triangle\left(B-B_{0}\right)^{*}\left(I-B_{0} B_{0}^{+}\right) & \left(D^{+} D+B_{0}^{+} B_{0}-B_{0}^{+} B\right) \triangle D^{*}
\end{array}\right) .
\end{aligned}
$$

(2) Similar to the proof of (1), the details are omitted.
(3) Note that if $\mathcal{R}(A) \cap \mathcal{R}(B)=\{0\}$ and $\mathcal{R}\left(D^{*}\right) \cap \mathcal{R}\left(B^{*}\right)=\{0\}$, then $B_{1}=0$ in Eqn.(7).

If we set $S_{0}=\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)$ and $T_{0}=\left(\begin{array}{cc}0 & 0 \\ 0 & D\end{array}\right)$ such that $S_{0} \perp^{*} T_{0}$, we can get the following results.

Theorem 10. Let $M$ be defined as Eqn.(6), $\mathcal{R}(B), \mathcal{R}(C)$ be closed such that $B D^{*}=0$ and $C^{*} D=0$.
(1) If $\mathcal{R}(A) \cap \mathcal{R}(B)=\{0\}$, then $M$ is $M P$ invertible if and only if $\mathcal{R}\left(A_{0}\right)$ and $\mathcal{R}(D)$ are closed and

$$
M^{+}=\left(\begin{array}{cc}
A_{0}^{+}+\left(C^{+} C+A_{0}^{+} A_{0}-\right. & \\
\left.A_{0}^{+} A\right) \triangle_{0}\left(A-A_{0}\right)^{*}\left(I-A_{0} A_{0}^{+}\right) & \left(C^{+} C+A_{0}^{+} A_{0}-A_{0}^{+} A\right) \triangle_{0} C^{*} \\
B^{+} & D^{+}
\end{array}\right)
$$

where $\triangle_{0}=\left(C^{*} C+\left(A-A_{0}\right)^{*}\left(I-A_{0} A_{0}^{+}\right)\left(A-A_{0}\right)\right)^{+}, A_{0}=\left(I-B B^{+}\right) A(I-$ $\left.C^{+} C\right)$.
(2) If $\mathcal{R}\left(A^{*}\right) \cap \mathcal{R}\left(C^{*}\right)=\{0\}$, then $M$ is MP invertible if and only if $\mathcal{R}\left(A_{0}\right)$ and $\mathcal{R}(D)$ are closed and

$$
M^{+}=\left(\begin{array}{cc}
A_{0}^{+}+\left(I-A_{0}^{+} A_{0}\right)\left(A-A_{0}\right)^{*} \triangle_{0}\left(B B^{+}+A_{0} A_{0}^{+}-A A_{0}^{+}\right) & C^{+} \\
B^{*} \triangle_{0}\left(B B^{+}+A_{0} A_{0}^{+}-A A_{0}^{+}\right) & D^{+}
\end{array}\right)
$$

where $\triangle=\left(B B^{*}+\left(A-A_{0}\right)\left(I-A_{0} A_{0}^{+}\right)\left(A-A_{0}\right)^{*}\right)^{+}, A_{0}=\left(I-B B^{+}\right) A(I-$ $\left.C^{+} C\right)$.
(3) If $\mathcal{R}(A) \cap \mathcal{R}(B)=\{0\}$ and $\mathcal{R}\left(A^{*}\right) \cap \mathcal{R}\left(C^{*}\right)=\{0\}$, then $M$ is $M P$ invertible if and only if $\mathcal{R}(A)$ and $\mathcal{R}(D)$ is closed and

$$
\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right)^{+}=\left(\begin{array}{cc}
A^{+} & C^{+} \\
B^{+} & D^{+}
\end{array}\right)
$$

Proof. (1) Since $\mathcal{R}(A) \cap \mathcal{R}(B)=\{0\}, \mathcal{R}(B)$ and $\mathcal{R}(C)$ are closed, $S_{0}$ has the form

$$
S_{0}=\left(\begin{array}{cc}
A & B  \tag{8}\\
C & 0
\end{array}\right)=\left(\begin{array}{cccc}
A_{1} & A_{2} & 0 & 0 \\
0 & 0 & B_{1} & 0 \\
0 & C_{1} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right):\left(\begin{array}{c}
\mathcal{N}(C) \\
\mathcal{R}\left(C^{*}\right) \\
\mathcal{R}\left(B^{*}\right) \\
\mathcal{N}(B)
\end{array}\right) \rightarrow\left(\begin{array}{c}
\mathcal{N}\left(B^{*}\right) \\
\mathcal{R}(B) \\
\mathcal{R}(C) \\
\mathcal{N}\left(C^{*}\right)
\end{array}\right)
$$

From Lemma 5 we have $S_{0}$ is MP inverse if and only if

$$
\mathcal{R}\left(A_{1}\right)=\mathcal{R}\left(\left(I-B B^{+}\right) A\left(I-C^{+} C\right)\right)
$$

is closed and $\left(\begin{array}{cc}A & B \\ C & 0\end{array}\right)^{+}=\left(\begin{array}{cc}\mathcal{T}_{0}^{+} & 0 \\ 0 & 0\end{array}\right)$, where $\mathcal{T}_{0}=\left(\begin{array}{ccc}A_{1} & A_{2} & 0 \\ 0 & 0 & B_{1} \\ 0 & C_{1} & 0\end{array}\right)$. By Lemma 5 we have

$$
\mathcal{T}_{0}^{+}=\left(\begin{array}{ccc}
A_{1}^{+}-A_{1}^{+} A_{2} \triangle_{0}^{\prime} A_{2}^{*}\left(I-A_{1} A_{1}^{+}\right) & 0 & -A_{1}^{+} A_{2} \triangle_{0}^{\prime} C_{1}^{*} \\
\triangle_{0}^{\prime} A_{2}^{*}\left(I-A_{1} A_{1}^{+}\right) & 0 & \triangle_{0}^{\prime} C_{1}^{*} \\
0 & B_{1}^{-1} & 0
\end{array}\right)
$$

where $\triangle_{0}^{\prime}=\left(C_{1}^{*} C_{1}+A_{2}^{*}\left(I-A_{1} A_{1}^{+}\right) A_{2}\right)^{-1}$. Hence

$$
\begin{aligned}
& \left(\begin{array}{cc}
A & B \\
C & 0
\end{array}\right)^{+} \\
= & \left(\begin{array}{cccc}
A_{1}^{+}-A_{1}^{+} A_{2} \triangle_{0}^{\prime} A_{2}^{*}\left(I-A_{1} A_{1}^{+}\right) & 0 & -A_{1}^{+} A_{2} \triangle_{0}^{\prime} C_{1}^{*} & 0 \\
\triangle_{0}^{\prime} A_{2}^{*}\left(I-A_{1} A_{1}^{+}\right) & 0 & \triangle_{0}^{\prime} C_{1}^{*} & 0 \\
0 & B_{1}^{-1} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
= & \left(\begin{array}{ccc}
A_{0}^{+}+\left(C^{+} C+A_{0}^{+} A_{0}-\right. & \left(C^{+} C+A_{0}^{+} A_{0}-A_{0}^{+} A\right) \triangle_{0} C^{*} \\
\left.A_{0}^{+} A\right) \triangle_{0}\left(A-A_{0}\right)^{*}\left(I-A_{0} A_{0}^{+}\right) & 0
\end{array}\right),
\end{aligned}
$$

where $\triangle_{0}=\left(C^{*} C+\left(A-A_{0}\right)^{*}\left(I-A_{0} A_{0}^{+}\right)\left(A-A_{0}\right)\right)^{+}, A_{0}=\left(I-B B^{+}\right) A(I-$ $C^{+} C$ ).

Since $B D^{*}=0$ and $C^{*} D=0$, we have $S_{0} \perp^{*} T_{0}$. So

$$
\begin{aligned}
& \left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right)^{+} \\
= & \left(\begin{array}{cc}
A & B \\
C & 0
\end{array}\right)^{+}+\left(\begin{array}{cc}
0 & 0 \\
0 & D
\end{array}\right)^{+} \\
= & \left(\begin{array}{cc}
A_{0}^{+}+\left(C^{+} C+A_{0}^{+} A_{0}-\right. & \left(C^{+} C+A_{0}^{+} A_{0}-A_{0}^{+} A\right) \triangle_{0} C^{*} \\
\left.A_{0}^{+} A\right) \triangle_{0}\left(A-A_{0}\right)^{*}\left(I-A_{0} A_{0}^{+}\right) & D^{+}
\end{array}\right) .
\end{aligned}
$$

Similarly, we can prove (2) and (3), so the details are omitted.
Let $A$ and $D$ be MP invertible. Denoted by

$$
\begin{gathered}
X_{1}=\mathcal{R}\left(A^{*}\right), X_{2}=\mathcal{N}(A), X_{3}=\mathcal{R}\left(D^{*}\right), X_{4}=\mathcal{N}(D), \\
Y_{1}=\mathcal{R}(A), Y_{2}=\mathcal{N}\left(A^{*}\right), Y_{3}=\mathcal{R}(D), Y_{4}=\mathcal{N}\left(D^{*}\right)
\end{gathered}
$$

and

$$
I_{0}=I \oplus\left(\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right) \oplus I
$$

Then $M$ as an operator from $\sum_{i=1}^{4} X_{i}$ into $\sum_{i=1}^{4} Y_{i}$ has the following operator matrix form

$$
M=\left(\begin{array}{cccc}
A_{1} & 0 & B_{1} & B_{3}  \tag{9}\\
0 & 0 & B_{4} & B_{2} \\
C_{1} & C_{3} & D_{1} & 0 \\
C_{4} & C_{2} & 0 & 0
\end{array}\right)=I_{0}^{*}\left(\begin{array}{cccc}
A_{1} & B_{1} & 0 & B_{3} \\
C_{1} & D_{1} & C_{3} & 0 \\
0 & B_{4} & 0 & B_{2} \\
C_{4} & 0 & C_{2} & 0
\end{array}\right) I_{0} .
$$

where $A_{1}$ and $D_{1}$ are invertible. Put

$$
\begin{array}{lll}
A_{0} & =\left(\begin{array}{cc}
A_{1} & B_{1} \\
C_{1} & D_{1}
\end{array}\right), & B_{0}=\left(\begin{array}{cc}
0 & B_{3} \\
C_{3} & 0
\end{array}\right), \\
C_{0} & =\left(\begin{array}{cc}
0 & B_{4} \\
C_{4} & 0
\end{array}\right), & D_{0}=\left(\begin{array}{cc}
0 & B_{2} \\
C_{2} & 0
\end{array}\right) . \tag{10}
\end{array}
$$

Then

$$
M=I_{0}^{*}\left(\begin{array}{cc}
A_{0} & B_{0} \\
C_{0} & D_{0}
\end{array}\right) I_{0}, M^{+}=I_{0}^{*}\left(\begin{array}{cc}
A_{0} & B_{0} \\
C_{0} & D_{0}
\end{array}\right)^{+} I_{0} .
$$

The generalized Schur complement (see [13, 17]) plays an important role in the study of the MP invertibilities. Next we give some expressions according to the generalized Schur complement. We use some notations. Let
$K=A A^{+} B\left(I-D^{+} D\right), \quad H=D D^{+} C\left(I-A^{+} A\right), \quad E=\left(I-A A^{+}\right) B\left(I-D^{+} D\right)$,

$$
F=\left(I-D D^{+}\right) C\left(I-A^{+} A\right), \quad S=D D^{+}\left(D-C A^{+} B\right) D^{+} D
$$

$$
R=\left(\begin{array}{cc}
A^{+}+A^{+} B S^{+} C A^{+} & -A^{+} B S^{+}  \tag{11}\\
-S^{+} C A^{+} & S^{+}
\end{array}\right)
$$

Then we have the following general result.

Theorem 11. Let $S$ as an operator from $\mathcal{R}\left(D^{*}\right)$ onto $\mathcal{R}(D)$ be invertible, $\mathcal{R}(A)$ and $\mathcal{R}(D)$ be closed such that

$$
\left(I-A A^{+}\right) B D^{+} D=0,\left(I-D D^{+}\right) C A^{+} A=0
$$

Then $M$ is $M P$ invertible if and only if $\mathcal{R}(E)$ and $\mathcal{R}(F)$ are closed and

$$
\begin{aligned}
M^{+}= & \left(\begin{array}{cc}
0 & F^{+} \\
E^{+} & 0
\end{array}\right)+\left[\left(R^{*}\right)^{+}+\left(\begin{array}{cc}
0 & \left(I-F^{+} F\right) H^{*} \\
\left(I-E^{+} E\right) K^{*} & 0
\end{array}\right)\right] \\
& \times R^{*}\left(\begin{array}{cc}
I+R\left(\begin{array}{cc}
K\left(I-E^{+} E\right) K^{*} & 0 \\
0 & 0 \\
0 & \left.I-H F^{+} F\right) H^{*}
\end{array}\right) R^{*}
\end{array}\right) \\
& \times R\left(\begin{array}{cc}
I-K E^{+} & I-H \\
0 &
\end{array}\right.
\end{aligned}
$$

Proof. Note that

$$
\begin{aligned}
D-C A^{+} B & =\left(\begin{array}{cc}
D_{1} & 0 \\
0 & 0
\end{array}\right)-\left(\begin{array}{cc}
C_{1} & C_{3} \\
C_{4} & C_{2}
\end{array}\right)\left(\begin{array}{cc}
A_{1}^{-1} & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
B_{1} & B_{3} \\
B_{4} & B_{2}
\end{array}\right) \\
& =\left(\begin{array}{cc}
D_{1}-C_{1} A_{1}^{-1} B_{1} & -C_{1} A_{1}^{-1} B_{3} \\
-C_{4} A_{1}^{-1} B_{1} & -C_{4} A_{1}^{-1} B_{3}
\end{array}\right)
\end{aligned}
$$

From $D-C A^{+} B$ as an operator from $\mathcal{R}\left(D^{*}\right)$ onto $\mathcal{R}(D)$ invertible, we obtain that $D_{1}-C_{1} A_{1}^{-1} B_{1}$ is invertible. So $A_{0}$ is invertible and

$$
A_{0}^{-1}=\left(\begin{array}{cc}
A_{1} & B_{1}  \tag{12}\\
C_{1} & D_{1}
\end{array}\right)^{-1}=\left(\begin{array}{cc}
A_{1}^{-1}+A_{1}^{-1} B_{1} S_{1}^{-1} C_{1} A_{1}^{-1} & -A_{1}^{-1} B_{1} S_{1}^{-1} \\
-S_{1}^{-1} C_{1} A_{1}^{-1} & S_{1}^{-1}
\end{array}\right)
$$

where $S_{1}=D_{1}-C_{1} A_{1}^{-1} B_{1}$. Let $R$ be defined as Eqn.(11), a direct calculation shows that

$$
R=I_{0}^{*}\left(\begin{array}{cc}
A_{0}^{-1} & 0 \\
0 & 0
\end{array}\right) I_{0}
$$

Note that

$$
\begin{aligned}
I_{0}^{*}\left(\begin{array}{cc}
0 & B_{0} \\
0 & 0
\end{array}\right) I_{0} & =\left(\begin{array}{cc}
0 & A A^{+} B\left(I-D^{+} D\right) \\
D D^{+} C\left(I-A^{+} A\right) & 0
\end{array}\right) \\
& =\left(\begin{array}{cc}
0 & K \\
H & 0
\end{array}\right), \\
I_{0}^{*}\left(\begin{array}{cc}
0 & 0 \\
0 & D_{0}
\end{array}\right) I_{0} & =\left(\begin{array}{cc}
0 & \left(I-A A^{+}\right) B\left(I-D^{+} D\right) \\
\left(I-D D^{+}\right) C\left(I-A^{+} A\right) & 0
\end{array}\right) \\
& =\left(\begin{array}{cc}
0 & E \\
F & 0
\end{array}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
I_{0}^{*}\left(\begin{array}{cc}
0 & 0 \\
0 & D_{0}^{+}
\end{array}\right) I_{0} & =\left(\begin{array}{cc}
0 & F^{+} \\
E^{+} & 0
\end{array}\right), \\
I_{0}^{*}\left(\begin{array}{cc}
I & 0 \\
0 & I-D_{0}^{+} D_{0}
\end{array}\right) I_{0} & =\left(\begin{array}{cc}
I-F^{+} F & 0 \\
0 & I-E^{+} E
\end{array}\right) .
\end{aligned}
$$

From $\left(I-A A^{+}\right) B D^{+} D=0$ and $\left(I-D D^{+}\right) C A^{+} A=0$ we obtain $B_{4}=0$ and $C_{4}=0$. Hence $C_{0}=0$. Put $\triangle_{0}=\left(A_{0} A_{0}^{*}+B_{0}\left(I-D_{0}^{+} D_{0}\right) B_{0}^{*}\right)^{-1}$. Then

$$
\begin{aligned}
& I_{0}^{*}\left(\begin{array}{cc}
\triangle_{0} & 0 \\
0 & 0
\end{array}\right) I_{0} \\
= & I_{0}^{*}\left(\begin{array}{cc}
\left(A_{0}^{*}\right)^{-1}\left[I+\left(A_{0}\right)^{-1} B_{0}\left(I-D_{0}^{+} D_{0}\right) B_{0}^{*}\left(A_{0}^{*}\right)^{-1}\right]^{-1}\left(A_{0}\right)^{-1} & 0 \\
0
\end{array}\right) I_{0} \\
= & I_{0}^{*}\left(\begin{array}{cc}
\left(A_{0}^{*}\right)^{-1} & 0 \\
0 & 0
\end{array}\right)\left[I+\left(\begin{array}{cc}
A_{0}^{-1} & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
0 & B_{0} \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
0 & I-D_{0}^{+} D_{0}
\end{array}\right)\right. \\
& \left.\times\left(\begin{array}{cc}
0 & 0 \\
B_{0}^{*} & 0
\end{array}\right)\left(\begin{array}{cc}
\left(A_{0}^{*}\right)^{-1} & 0 \\
0 & 0
\end{array}\right)\right]^{+}\left(\begin{array}{cc}
A_{0}^{-1} & 0 \\
0 & 0
\end{array}\right) I_{0} \\
= & R^{*}\left(I+R\left(\begin{array}{cc}
0 & K \\
H & 0
\end{array}\right)\left(\begin{array}{cc}
I-F^{+} F & 0 \\
0 & I-E^{+} E
\end{array}\right)\left(\begin{array}{cc}
0 & H^{*} \\
K^{*} & 0
\end{array}\right) R^{*}\right)^{+} R \\
= & R^{*}\left[I+R\left(\begin{array}{cc}
K\left(I-E^{+} E\right) K^{*} & 0 \\
0 & H\left(I-F^{+} F\right) H^{*}
\end{array}\right) R^{*} R .\right.
\end{aligned}
$$

By Lemma 6, we have

$$
\begin{aligned}
M^{+}= & I_{0}^{*}\left(\begin{array}{cc}
A_{0} & B_{0} \\
0 & D_{0}
\end{array}\right)^{+} I_{0} \\
= & I_{0}^{*}\left(\begin{array}{cc}
A_{0}^{*} \triangle_{0} & -A_{0}^{*} \triangle_{0} B_{0} D_{0}^{+} \\
\left(I-D_{0}^{+} D_{0}\right) B_{0}^{*} \triangle_{0} & D_{0}^{+}-\left(I-D_{0}^{+} D_{0}\right) B_{0}^{*} \triangle_{0} B_{0} D_{0}^{+}
\end{array}\right) I_{0} \\
= & I_{0}^{*}\left\{\left(\begin{array}{cc}
0 & 0 \\
0 & D_{0}^{+}
\end{array}\right)+\left[\left(\begin{array}{cc}
A_{0}^{*} & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
I & 0 \\
0 & I-D_{0}^{+} D_{0}
\end{array}\right)\left(\begin{array}{cc}
0 & 0 \\
B_{0}^{*} & 0
\end{array}\right)\right]\right. \\
& \times\left(\begin{array}{cc}
\triangle_{0} & 0 \\
0 & 0
\end{array}\right)\left[I-\left(\begin{array}{cc}
0 & B_{0} \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
0 & 0 \\
0 & D_{0}^{+}
\end{array}\right)\right] I_{0} \\
= & \left(\begin{array}{cc}
0 & F^{+} \\
E^{+} & 0
\end{array}\right)+\left[\left(R^{*}\right)^{+}+\left(\begin{array}{cc}
I-F^{+} F & 0 \\
0 & I-E^{+} E
\end{array}\right)\left(\begin{array}{cc}
0 & H^{*} \\
K^{*} & 0
\end{array}\right)\right] \\
& \times R^{*}\left[I+R\left(\begin{array}{cc}
K\left(I-E^{+} E\right) K^{*} & 0 \\
0 & H\left(I-F^{+} F\right) H^{*}
\end{array}\right) R^{*}\right] \\
& \times R\left[I-\left(\begin{array}{cc}
0 & K \\
H & 0
\end{array}\right)\left(\begin{array}{cc}
0 & F^{+} \\
E^{+} & 0
\end{array}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
= & \left(\begin{array}{cc}
0 & F^{+} \\
E^{+} & 0
\end{array}\right)+\left[\left(R^{*}\right)^{+}+\left(\begin{array}{cc}
0 & \left(I-F^{+} F\right) H^{*} \\
\left(I-E^{+} E\right) K^{*} & 0
\end{array}\right)\right] \\
& \times R^{*}\left[\begin{array}{cc}
I+R\left(\begin{array}{cc}
K\left(I-E^{+} E\right) K^{*} & 0 \\
0 & H\left(I-F^{+} F\right) H^{*}
\end{array}\right) R^{*}
\end{array}\right] \\
& \times R\left(\begin{array}{cc}
I-K E^{+} & 0 \\
0 & I-H F^{+}
\end{array}\right) .
\end{aligned}
$$

In Campbell and Meyer's book, they stated that the MP inverse of an upper block triangular matrix $\mathcal{T}=\left(\begin{array}{cc}A & B \\ 0 & D\end{array}\right)$ is still an upper block triangular if and only if $\mathcal{R}(B) \subset \mathcal{R}(A)$ and $\mathcal{R}\left(B^{*}\right) \subset \mathcal{R}\left(D^{*}\right)$. We can show this result holds in the infinite dimensional case and is a very special case of Theorem 11.

Corollary 12. Let $A \in \mathcal{B}(\mathcal{H}), D \in \mathcal{B}(\mathcal{K}), B \in \mathcal{B}(\mathcal{K}, \mathcal{H}), \mathcal{R}(A)$ and $\mathcal{R}(D)$ be closed. Then $\mathcal{T}^{+}=\left(\begin{array}{cc}A^{+} & -A^{+} B D^{+} \\ 0 & D^{+}\end{array}\right)$if and only if $\mathcal{R}(B) \subset \mathcal{R}(A)$ and $\mathcal{R}\left(B^{*}\right) \subset$ $\mathcal{R}\left(D^{*}\right)$.
Proof. ( $\Longleftarrow)$ If $\mathcal{R}(B) \subset \mathcal{R}(A)$ and $\mathcal{R}\left(B^{*}\right) \subset \mathcal{R}\left(D^{*}\right)$, by Theorem 11 we have $K, H, E$ and $F$ are all equal to $0, S=D$ and

$$
R=\left(\begin{array}{cc}
A^{+} & -A^{+} B D^{+} \\
0 & D^{+}
\end{array}\right)
$$

So

$$
\left(\begin{array}{cc}
A & B \\
0 & D
\end{array}\right)^{+}=\left(R^{*}\right)^{+} R^{*} R=\left(R R^{+}\right)^{*} R=R R^{+} R=R
$$

$(\Longrightarrow)$ Since

$$
\begin{aligned}
& \mathcal{T} \mathcal{T}^{+}=\left(\begin{array}{cc}
A A^{+} & -A A^{+} B D^{+}+B D^{+} \\
0 & D D^{+}
\end{array}\right) \quad \text { and } \\
& \mathcal{T}^{+} \mathcal{T}=\left(\begin{array}{cc}
A^{+} A & -A^{+} B D^{+} D+A^{+} B \\
0 & D^{+} D
\end{array}\right)
\end{aligned}
$$

are selfadjoint, we have $-A A^{+} B D^{+}+B D^{+}=0$ and $-A^{+} B D^{+} D+A^{+} B=0$. From $\mathcal{T} \mathcal{T}^{+} \mathcal{T}=\mathcal{T}$, we have $B=A A^{+} B=B D^{+} D$. Hence $\mathcal{R}(B) \subset \mathcal{R}(A)$ and $\mathcal{R}\left(B^{*}\right) \subset \mathcal{R}\left(D^{*}\right)$.

## 4. Concluding remarks

In this paper, we derive formulae for the MP inverse of an operator matrix $M$ under some new conditions. It seems that the general representations without any conditions is difficult to find. Finally, we would like to explore further on this topic.
Acknowledgments. The authors thank Prof. Yinmin Wei and referee for their very useful and detailed comments which greatly improve the presentation.

## References

[1] J. K. Baksalary and G. P. H. Styan, Generalized inverses of partitioned matrices in Banachiewicz-Schur form, Linear Algebra Appl. 354 (2002), no. 1-3, 41-47.
[2] R. H. Bouldin, Generalized inverses and factorizations, Recent applications of generalized inverses, pp. 233-249, Res. Notes in Math., 66, Pitman, Boston, Mass.-London, 1982.
[3] R. G. Douglas, On majorization, factorization, and range inclusion of operators on Hilbert space, Proc. Amer. Math. Soc. 17 (1966), 413-415.
[4] M. R. Hestenes, Relative hermitian matrices, Pacific J. Math. 11 (1961), 225-245.
[5] J. Ji, Explicit expressions of the generalized inverses and condensed Cramer rules, Linear Algebra Appl. 404 (2005), 183-192.
[6] M. Khadivi, Range inclusion and operator equations, J. Math. Anal. Appl. 197 (1996), no. 2, 630-633.
[7] T.-T. Lu and S.-H. Shiou, Inverses of $2 \times 2$ block matrices, Comput. Math. Appl. 43 (2002), no. 1-2, 119-129.
[8] P. Phohomsiri and B. Han, An alternative proof for the recursive formulae for computing the Moore-Penrose M-inverse of a matrix, Appl. Math. Comput. 174 (2006), no. 1, 8197.
[9] Y. Tian, The Moore-Penrose inverses of $m \times n$ block matrices and their applications, Linear Algebra Appl. 283 (1998), no. 1-3, 35-60.
[10] G. Wang and B. Zheng, The weighted generalized inverses of a partitioned matrix, Appl. Math. Comput. 155 (2004), no. 1, 221-233.
[11] Y. Wei, The representation and approximation for the weighted Moore-Penrose inverse in Hilbert space, Appl. Math. Comput. 136 (2003), no. 2-3, 475-486.
$[12] \ldots, A$ characterization and representation of the generalized inverse $A_{T, S}^{(2)}$ and its applications, Linear Algebra Appl. 280 (1998), no. 2-3, 87-96.
[13] Y. Wei, J. Cai, and M. K. Ng, Computing Moore-Penrose inverses of Toeplitz matrices by Newton's iteration, Math. Comput. Modelling 40 (2004), no. 1-2, 181-191.
[14] Y. Wei and J. Ding, Representations for Moore-Penrose inverses in Hilbert spaces, Appl. Math. Lett. 14 (2001), no. 5, 599-604.
[15] Y. Wei and D. S. Djordjevi, On integral representation of the generalized inverse $A_{T, S}^{(2)}$, Appl. Math. Comput. 142 (2003), no. 1, 189-194.
[16] Y. Wei and N. Zhang, A note on the representation and approximation of the outer inverse $A_{T, S}^{(2)}$ of a matrix A, Appl. Math. Comput. 147 (2004), no. 3, 837-841.
[17] J. Zhow and G. Wang, Block idempotent matrices and generalized Schur complement, Appl. Math. Comput. 188 (2007), no. 1, 246-256.

Chun Yuan Deng
College of Mathematics Science
South China Normal University
Guangzhou 510631, P. R. China
E-mail address: cydeng@scnu.edu.cn
Hong Ke Du
College of Mathematics and Information Science
Shaanxi Normal University
Xi'an 710062, P. R. China
E-mail address: hkdu@snnu.edu.cn

