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STRONG CONVERGENCE OF MODIFIED HYBRID
ALGORITHM FOR QUASI-φ-ASYMPTOTICALLY

NONEXPANSIVE MAPPINGS

Huancheng Zhang and Yongfu Su

Abstract. In this paper, we propose a modified hybrid algorithm and
prove strong convergence theorems for a family of quasi-φ-asymptotically
nonexpansive mappings. Our results extend and improve the results by
Nakajo, Takahashi, Kim, Xu, Su and some others.

1. Introduction

Let E be a Banach space and C a nonempty subset of E. Recall that a
mapping T : C → C is called uniformly Lipschitzian if there exists some L > 0
such that

‖Tnx− Tny‖ ≤ L‖x− y‖
for all n ≥ 1 and x, y ∈ C.

A mapping T : C → C is called asymptotically nonexpansive [5] if there
exists a sequence {kn} of positive real numbers with kn → 1 such that

(1.1) ‖Tnx− Tny‖ ≤ kn‖x− y‖
for all x, y ∈ C and n ≥ 1.

The class of asymptotically nonexpansive mappings was introduced by Goe-
bel and Kirk [5] in 1972. They proved that, if C is a nonempty bounded closed
convex subset of a uniformly convex Banach space E, then every asymptotically
nonexpansive self-mapping T of C has a fixed point. Further, the set F (T ) of
fixed points of T is closed and convex. Since 1972, a host of authors have
studied the weak and strong convergence problems of the iterative algorithms
for such a class of mappings (see, e.g., [5, 10, 13]).

It is well known that, in an infinite dimensional Hilbert space, the normal
Mann’s iterative algorithm has only weak convergence, in general, even for
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nonexpansive mapping. Consequently, in order to obtain strong convergence,
one has to modify the normal Mann’s iteration algorithm, the so called hybrid
projection iteration method is such a modification.

The hybrid projection iteration algorithm was introduced by Haugazeau [6]
in 1968. For 40 years, the algorithm has received rapid developments.

In 2003, Nakajo and Takahashi [9] proposed the following modification of
the Mann iteration method for a nonexpansive mapping T in a Hilbert space
H:

(1.2)





x0 ∈ C chosen arbitrarily,

yn = αnxn + (1− αn)Txn,

Cn = {z ∈ C : ‖yn − z‖ ≤ ‖xn − z‖},
Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},
xn+1 = PCn∩Qn

(x0),

where C is a closed convex subset of H, and PK denotes the metric projection
from H onto a closed convex subset K of H. They proved that the sequence
{xn} generated by (1.2) converges strongly to PF (T )x0.

In 2006, Kim and Xu [8] proposed the following modification of the Mann
iteration method for asymptotically nonexpansive mapping T in a Hilbert space
H:

(1.3)





x0 ∈ C chosen arbitrarily,

yn = αnxn + (1− αn)Tnxn,

Cn = {z ∈ C : ‖yn − z‖2 ≤ ‖xn − z‖2 + θn},
Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},
xn+1 = PCn∩Qn(x0),

where C is a bounded closed convex subset and

θn = (1− αn)(k2
n − 1)(diamC)2 → 0 as n →∞.

They proved that the sequence {xn} generated by (1.3) converges strongly to
PF (T )x0.

In 2006, Carlos and Xu [3] proposed the following modification of the Ishi-
kawa iteration method for nonexpansive mapping T in a Hilbert space H:

(1.4)





x0 ∈ C chosen arbitrarily,

yn = αnxn + (1− αn)Tzn,

zn = βnxn + (1− βn)Txn,

Cn = {z ∈ C : ‖yn − z‖2 ≤ ‖xn − z‖2
+(1− αn)(‖zn‖2 − ‖xn‖2 + 2〈xn − zn, z〉)},

Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},
xn+1 = PCn∩Qn(x0),
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where C is a closed convex subset of H. They proved that the sequence {xn}
generated by (1.4) converges strongly to PF (T )x0.

In 2007, Su and Qin [11] proposed the following hybrid iteration method with
generalized projection for relatively asymptotically nonexpansive mapping T in
a Banach space E:

(1.5)





x0 ∈ C chosen arbitrarily,

zn = J−1(βnJxn + (1− βn)JTxn),
yn = J−1(αnJxn + (1− αn)JTzn),
Cn = {z ∈ C : φ(z, yn) ≤ φ(z, xn)

+(1− αn)(κ2
n ‖zn‖2 − ‖xn‖2

+(κ2
n − 1)M − 2〈z, κ2

nJzn − jxn〉)},
Qn = {z ∈ C : 〈xn − z, Jx0 − Jxn〉 ≥ 0},
xn+1 = ΠCn∩Qn

(x0),

They proved the following convergence theorem.

Theorem SQ. Let E be a uniformly convex and uniformly smooth Banach
space. Let C be a nonempty bounded closed convex subset of E. Let T : C → C
be a relatively asymptotically nonexpansive mapping with sequence {kn} such
that kn → 1 as n → ∞ and F (T ) 6= ∅. Assume that {αn}, {βn} are sequences
in [0, 1] such that lim supn→∞ αn < 1 and βn → 1. Suppose that {xn} is given
by (1.5), where J is the duality mapping on E and M is an appropriate con-
stant such that M > ‖v‖2 for each v ∈ C. If T is uniformly continuous, then
{xn} converges to some q = ΠF (T )x0.

The purpose of this article is to introduce a modified hybrid projection
iteration algorithm and prove strong convergence theorems for a family of uni-
formly Lipschitzian and quasi-φ-asymptotically nonexpansive mappings. In
order to get the strong convergence theorems for such a family of mappings,
the classical hybrid projection iteration algorithm is modified and then is used
to approximate the common fixed points of such a family of mappings. We
remark that the classical hybrid projection iteration algorithm can be used to
construct fixed points of asymptotically nonexpansive mappings but it can not
be used to construct the fixed points of quasi-φ-asymptotically nonexpansive
mappings. However, the modified hybrid projection iterative algorithm can be
used to construct some common fixed points of such a family of mappings.

2. Preliminaries

Let E be a Banach space with dual E∗. We denote by J the normalized
duality mapping from E to 2E∗ defined by

Jx = {f ∈ E∗ : 〈x, f〉 = ‖x‖2 = ‖f‖2},
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where 〈·, ·〉 denotes the generalized duality pairing. It is well known that if E∗

is uniformly convex, then J is uniformly norm to norm continuous on bounded
subsets of E. It is also well known that if C is nonempty closed convex subset
of a Hilbert space H and PC : H → C is the metric projection, then PC is
nonexpansive. This fact actually characterizes Hilbert spaces and consequently,
it is not available in more general Banach spaces. In this connection, Alber [1]
introduced a generalized projection operator ΠC in a Banach space E which is
an analogue of the metric projection in Hilbert spaces.

Next, we assume that E is a real smooth Banach space. Let us consider the
functional defined by

(2.1) φ(x, y) = ‖x‖2 − 2〈x, Jy〉+ ‖y‖2 for x, y ∈ E.

Observe that, in a Hilbert space H, (2.1) reduces to φ(x, y) = ‖x− y‖2, x, y ∈
H.

The generalized projection ΠC : E → C is a map that assigns to an arbitrary
point x ∈ E the minimum point of the functional φ(x, y), that is, ΠCx = x̄,
where x̄ is the solution to the minimization problem

(2.2) φ(x̄, x) = min
y∈C

φ(y, x),

the existence and uniqueness of the operator ΠC follow from the properties
of the functional φ(x, y) and strict monotonicity of the mapping J (see, e.g.,
[1, 2, 4, 7, 12]). In Hilbert spaces, ΠC = PC . It is obvious from the definition
of function φ that

(2.3) (‖x‖ − ‖y‖)2 ≤ φ(x, y) ≤ (‖x‖+ ‖y‖)2 for all x, y ∈ E

Remark 2.1. If E is a reflexive strictly convex and smooth Banach space, then
for x, y ∈ E, φ(x, y) = 0 if and only if x = y. It is sufficient to show that
if φ(x, y) = 0, then x = y. From (2.3), we have ‖x‖ = ‖y‖. This implies
〈x, Jy〉 = ‖x‖2 = ‖Jy‖2. From the definition of J , we have Jx = Jy. That is,
x = y. One can consult [4, 12] for the details.

Let C be a closed convex subset of E, and T a mapping from C into itself.
T is called φ-asymptotically nonexpansive, if there exists some real sequence
{kn} with kn ≥ 1 and kn → 1 such that φ(Tnx, Tny) ≤ knφ(x, y) for all n ≥ 1
and x, y ∈ C. T is called quasi-φ-asymptotically nonexpansive, if there exists
some real sequence {kn} with kn ≥ 1 and kn → 1 and F (T ) 6= ∅ such that
φ(p, Tnx) ≤ knφ(p, x) for all n ≥ 1, x ∈ C and p ∈ F (T ).

We remark that φ-asymptotically nonexpansive mappings with nonempty
fixed point set F (T ) is quasi-φ-asymptotically nonexpansive mappings, but the
converse may be not true.

We present some examples which are quasi-φ-asymptotically nonexpansive.

Example 1. Let E be a real line. We define a mapping T : E → E by

T (x) =

{
x
2 sin 1

x if x 6= 0,

0 if x = 0.
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Then T is a quasi-asymptotically nonexpansive mapping with the constant
sequence {1} but not asymptotically nonexpansive.

Example 2. Let E be a uniformly smooth and strictly convex Banach space
and A ⊂ E×E∗ is a maximal monotone mapping such that A−10 is nonempty.
Then, Jr = (J + rA)−1J is a quasi-φ-asymptotically nonexpansive mapping
from E onto D(A) and F (Jr) = A−10.

Example 3. Let ΠC be the generalized projection from a smooth, strictly
convex, and reflexive Banach space E onto a nonempty closed convex subset
C of E. Then, ΠC is a quasi-φ-asymptotically nonexpansive mapping from E
onto C with F (ΠC) = C.

The following lemmas are crucial for the proofs of the main results in this
paper.

Lemma 2.1 ([7]). Let E be a uniformly convex and smooth Banach space and
let {xn}, {yn} be two sequences of E. If φ(xn, yn) → 0 and either {xn} or
{yn} is bounded, then xn − yn → 0.

Lemma 2.2 ([1]). Let C be a nonempty closed convex subset of a smooth
Banach space E, x0 ∈ C and x ∈ E. Then, x0 = ΠCx if and only if

〈x0 − y, Jx− Jx0〉 ≥ 0 for y ∈ C.

Lemma 2.3 ([1]). Let E be a reflexive, strictly convex and smooth Banach
space, let C be a nonempty closed convex subset of E and let x ∈ E. Then

φ(y, ΠCx) + φ(ΠCx, x) ≤ φ(y, x) for all y ∈ C.

Lemma 2.4. Let E be a uniformly convex and uniformly smooth Banach space,
C be a closed convex subset of E, and T be a closed and quasi-φ-asymptotically
nonexpansive mapping from C into itself. Then F (T ) is a closed convex subset
of C.

Proof. We first show that F (T ) is closed. To see this, let {pn} be a sequence
in F (T ) with pn → p as n → ∞, we shall prove that p ∈ F (T ). Using
the definition of T , we have that φ(pn, Tnp) ≤ knφ(pn, p), which implies that
φ(pn, Tnp) → 0 as n →∞. It follows from Lemma 2.1 that ‖pn−Tnp‖ → 0 as
n →∞, and hence Tnp → p as n →∞, which implies that TTnp = Tn+1p → p
as n →∞. The closedness of T implies that Tp = p. We next show that F (T )
is convex. Let p, q ∈ F (T ). We prove w ∈ F (T ), where w = tp + (1 − t)q for
t ∈ (0, 1). Indeed, by using (2.1) we have

φ(w, Tnw) = ‖w‖2 − 2〈w, JTnw〉+ ‖Tnw‖2
= ‖w‖2 − 2t〈p, JTnw〉 − 2(1− t)〈q, JTnw〉+ ‖Tnw‖2
= ‖w‖2 + tφ(p, Tnw) + (1− t)φ(q, Tnw)− t‖p‖2 − (1− t)‖q‖2
≤ ‖w‖2 + kntφ(p, w) + kn(1− t)φ(q, w)− t‖p‖2 − (1− t)‖q‖2
= (kn − 1)(t‖p‖2 + (1− t)‖q‖2 − ‖w‖2),



544 HUANCHENG ZHANG AND YONGFU SU

which implies that φ(w, Tnw) → 0 as n →∞. By Lemma 2.1, we have Tnw →
w as n → ∞, and hence TTnw = Tn+1w → w as n → ∞. Since T is closed,
we have that w = Tw. This completes the proof. ¤

3. Main results

Theorem 3.1. Let C be a nonempty bounded closed convex subset of a uni-
formly convex and uniformly smooth Banach space E, and {Ti}i∈I : C →
C be a family of uniformly Li-Lipschitzian and quasi-φ-asymptotically non-
expansive mappings such that F =

⋂
i∈I F (Ti) 6= ∅, where I is an index

set. Let {αn}, {βn} are sequences in [0,1] such that lim supn→∞ αn < 1 and
limn→∞ βn = 1. Define a sequence {xn} in C by the following algorithm:

(3.1)





x0 ∈ C chosen arbitrarily,
zn,i = J−1(βnJxn + (1− βn)JTi

nxn),
yn,i = J−1(αnJxn + (1− αn)JTi

nzn,i),
Cn,i = {v ∈ C : φ(v, yn,i) ≤ φ(v, xn) + ξn,i},
Cn =

⋂
i∈I Cn,i,

Q0 = C,

Qn = {v ∈ Qn−1 : 〈xn − v, Jx0 − Jxn〉 ≥ 0},
xn+1 = ΠCn∩Qnx0,

where ξn,i = (1 − αn)(kn,i − 1)(kn,i(1 − βn) + 1)M , M ≥ φ(p, xn) for all
p ∈ F, xn ∈ C. Then {xn} converges strongly to ΠF x0.

Proof. We first show that Cn, Qn are closed and convex for all n ≥ 0. From
the definition of Cn and Qn, it is obvious that Cn is closed and Qn is closed
and convex for all n ≥ 0. Observe that the set

Cn,i = {v ∈ C : φ(v, yn,i) ≤ φ(v, xn) + ξn,i}

is identical to the set

Dn,i = {v ∈ C : 2〈v, Jxn − Jyn,i〉 ≤ ‖xn‖2 − ‖yn,i‖2 + ξn,i},

and Dn,i is closed and convex, so is Cn,i for all n ≥ 0 and i ∈ I. Consequently,
Cn =

⋂
i∈I Cn,i =

⋂
i∈I Dn,i is closed and convex for all n ≥ 0. ¤

Next, we show that F ⊂ Cn for all n ≥ 0. Noting that ‖ · ‖2 is convex and
using (2.1) for all p ∈ F and i ∈ I, we have
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(3.2)

φ(p, yn,i) = φ(p, J−1(αnJxn + (1− αn)JTi
nzn,i)

= ‖p‖2 − 2〈p, αnJxn + (1− αn)JTi
nzn,i〉

+ ‖αnJxn + (1− αn)JTi
nzn,i‖2

≤ ‖p‖2 − 2αn〈p, Jxn〉 − 2(1− αn)〈p, JTi
nzn,i〉

+ αn‖xn‖2 + (1− αn)‖Ti
nzn,i‖2

= αnφ(p, xn) + (1− αn)φ(p, Ti
nzn,i)

≤ αnφ(p, xn) + kn,i(1− αn)φ(p, zn,i).

In addition

(3.3)

φ(p, zn,i) = φ(p, J−1(βnJxn + (1− βn)JTi
nxn)

= ‖p‖2 − 2〈p, βnJxn + (1− βn)JTi
nxn〉

+ ‖βnJxn + (1− βn)JTi
nxn‖2

= βnφ(p, xn) + (1− βn)φ(p, Ti
nxn)

≤ βnφ(p, xn) + kn,i(1− βn)φ(p, xn)

= [(kn,i − 1)(1− βn) + 1]φ(p, xn).

From (3.2), (3.3), we have

φ(p, yn,i) ≤ αnφ(p, xn) + kn,i(1− αn)φ(p, zn,i)

≤ αnφ(p, xn) + kn,i(1− αn)[(kn,i − 1)(1− βn) + 1]φ(p, xn)

= φ(p, xn) + (1− αn)(kn,i − 1)(kn,i(1− βn) + 1)φ(p, xn)

≤ φ(p, xn) + (1− αn)(kn,i − 1)(kn,i(1− βn) + 1)M

= φ(p, xn) + ξn,i,

which infers that p ∈ Cn,i for all n ≥ 0 and i ∈ I. Therefore, p ∈ Cn =⋂
i∈I Cn,i. This proves that F ⊂ Cn for all n ≥ 0.
Next, we show that F ⊂ Qn for all n ≥ 0. We prove this by induction. For

n = 0, we have F ⊂ Q0 = C. Assume that F ⊂ Qn−1 for some n ≥ 1, we
plan to show that F ⊂ Qn for the same n ≥ 1. Since xn = ΠCn−1∩Qn−1x0, by
Lemma 2.2 we have

〈xn − v, Jx0 − Jxn〉 ≥ 0, ∀v ∈ Cn−1 ∩Qn−1.

Since F ⊂ Cn−1∩Qn−1 by the induction assumptions, the last inequality holds,
for all p ∈ F . This together with the definition of Qn implies that F ⊂ Qn.

Since xn+1 = ΠCn∩Qnx0 ∈ Qn and xn = ΠQnx0, we have

(3.4) φ(xn, x0) ≤ φ(xn+1, x0)

for all n ≥ 0. Therefore {φ(xn, x0)} is nondecreasing. Further, by Lemma 2.3
we have

φ(xn, x0) = φ(ΠQnx0, x0) ≤ φ(p, x0)− φ(p, xn) ≤ φ(p, x0)
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for all p ∈ F ⊂ Qn and for all n ≥ 0. Therefore {φ(xn, x0)} and {xn} are
bounded. This together with (3.4) ensures that the limit of {φ(xn, x0)} exists.
By the construction of Qn, we see that Qm ⊂ Qn and xm = ΠQm

x0 ∈ Qn for
all m ≥ n. By Lemma 2.3, we have, for any positive integer m ≥ n, that

(3.5) φ(xm, xn) = φ(xm,ΠQnx0) ≤ φ(xm, x0)− φ(xn, x0).

Taking the limit in (3.5) yields

lim
n→∞

φ(xm, xn) = 0.

By Lemma 2.1, we have that xm − xn → 0 as n,m → ∞, hence, {xn} is a
Cauchy sequence. Since E is a Banach space and C is a closed subset of E, we
can assume that xn → p ∈ C as n →∞. Finally, we show that p = ΠF x0. We
first show that p ∈ F . Taking m = n + 1 in (3.5) yields that xn+1 − xn → 0 as
n → ∞. Since xn+1 = ΠCn∩Qn

∈ Cn, from the definition of Cn for all i ∈ I,
we have

φ(xn+1, yn,i) ≤ φ(xn+1, xn) + ξn,i → 0, n →∞,

and hence xn+1 − yn,i → 0 as n →∞ by Lemma 2.1. It follows that

‖xn − yn,i‖ ≤ ‖xn − xn+1‖+ ‖xn+1 − yn,i‖ → 0, n →∞.

Since J is uniformly norm to norm continuous on any bounded sets of E, we
conclude that

lim
n→∞

‖Jxn − Jyn,i‖ = 0

for all i ∈ I. By the definition of yn,i and the assumption on {αn}, we deduce
that Jxn − JTi

nzn,i → 0 as n →∞.
Since J−1 is also uniformly norm to norm continuous on any bounded sets

of E∗, we conclude that

lim
n→∞

‖xn − Ti
nzn,i‖ = 0.

Observe that

φ(xn, zn,i) = φ(xn, J−1(βnJxn + (1− βn)JTi
nxn)

= ‖xn‖2 − 2〈xn, βnJxn + (1− βn)JTi
nxn〉

+ ‖βnJxn + (1− βn)JTi
nxn‖2

= βnφ(xn, xn) + (1− βn)φ(xn, Ti
nxn)

= (1− βn)φ(xn, Ti
nxn).

Since limn→∞ βn = 1 and {xn} is bounded, we have φ(xn, zn,i) → 0 as n →∞.
By Lemma 2.1, we have that xn − zn,i → 0 as n →∞. And

‖xn − Ti
nxn‖ ≤ ‖xn − Ti

nzn,i‖+ ‖Ti
nzn,i − Ti

nxn‖
≤ ‖xn − Ti

nzn,i‖+ Li‖zn,i − xn‖.
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So, we have that xn − Ti
nxn → 0 as n → ∞. Noting that xn → p as n → ∞,

we have Ti
nxn → p as n →∞. Observe that

(3.6) ‖Ti
n+1xn − p‖ ≤ ‖Ti

n+1xn − Ti
nxn‖+ ‖Ti

nxn − p‖.
Observe that

‖Ti
n+1xn − Ti

nxn‖ ≤ ‖Ti
n+1xn − Ti

n+1xn+1‖+ ‖Ti
n+1xn+1 − xn+1‖

+ ‖xn+1 − xn‖+ ‖xn − Ti
nxn‖

≤ (Li + 1)‖xn+1 − xn‖+ ‖Ti
n+1xn+1 − xn+1‖

+ ‖xn − Ti
nxn‖,

so that Ti
n+1xn − Ti

nxn → 0 as n → ∞. This together with (3.6), we have
Ti

n+1xn → p as n → ∞, this is, TiTi
n → p. Since Ti is continuous, we have

Tip = p for all i ∈ I, which implies that p ∈ F .
By using the definition of Qn and noting the fact that F ⊂ Qn, we have

(3.7) 〈xn − q, Jx0 − Jxn〉 ≥ 0, ∀q ∈ F.

Taking the limit of (3.7) yields

〈p− q, Jx0 − Jp〉 ≥ 0, ∀q ∈ F.

At this point, in view of Lemma 2.2, we see that p = ΠF x0. This completes
the proof.

Remark 3.2. The boundedness assumption on C in Theorem 3.1 can be weaken
to sup{‖p‖ : p ∈ F} < ∞.

Corollary 3.3. Let C be a nonempty closed convex subset of a uniformly
convex and uniformly smooth Banach space E, and {Ti}i∈I : C → C be a
family of uniformly Li-Lipschitzian and quasi-φ-asymptotically nonexpansive
mappings such that F =

⋂
i∈I F (Ti) 6= ∅, where I is an index set. Assume that

R = sup{‖p‖ : p ∈ F} < ∞. Let {αn}, {βn} are sequences in [0, 1] such that
lim supn→∞ αn < 1 and limn→∞ βn = 1. Define a sequence {xn} in C by the
following algorithm:

(3.8)





x0 ∈ C chosen arbitrarily,
zn,i = J−1(βnJxn + (1− βn)JTi

nxn),
yn,i = J−1(αnJxn + (1− αn)JTi

nzn,i),
Cn,i = {v ∈ C : φ(v, yn,i) ≤ φ(v, xn) + ηn,i},
Cn =

⋂
i∈I Cn,i,

Q0 = C,

Qn = {v ∈ Qn−1 : 〈xn − v, Jx0 − Jxn〉 ≥ 0},
xn+1 = ΠCn∩Qnx0,

where ηn,i = (1 − αn)(kn,i − 1)(kn,i(1 − βn) + 1)(R + ‖xn‖)2. Then {xn}
converges strongly to ΠF x0.
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Remark 3.4. T : C → C is said to be asymptotically regular on C, if for any
bounded subset C̃ of C, there holds the following inequality:

lim
n→∞

sup{‖Tn+1x− Tnx‖ : x ∈ C̃} = 0.

If {Ti}i∈I is asymptotically regular on C, from (3.6) and {xn} is bounded,
we can easily have that Ti

n+1xn − Ti
nxn → 0 as n → ∞. So the uniformly

Lipschitz continuity of Ti in Theorem 3.1 can be replaced by the asymptotic
regularity of Ti.

In the sprit of Theorem 3.1, we can prove the following strong convergence
theorem.

Theorem 3.5. Let C be a nonempty closed convex subset of a uniformly convex
and uniformly smooth Banach space E, and {Ti}i∈I : C → C be a family of
uniformly Li-Lipschitzian and quasi-φ-nonexpansive mappings such that F =⋂

i∈I F (Ti) 6= ∅, where I is an index set. Let {αn}, {βn} are sequences in [0, 1]
such that lim supn→∞ αn < 1 and limn→∞ βn = 1. Define a sequence {xn} in
C by the following algorithm:

(3.9)





x0 ∈ C chosen arbitrarily,
zn,i = J−1(βnJxn + (1− βn)JTi

nxn),
yn,i = J−1(αnJxn + (1− αn)JTi

nzn,i),
Cn,i = {v ∈ C : φ(v, yn,i) ≤ φ(v, xn)},
Cn =

⋂
i∈I Cn,i,

Q0 = C,

Qn = {v ∈ Qn−1 : 〈xn − v, Jx0 − Jxn〉 ≥ 0},
xn+1 = ΠCn∩Qnx0,

Then {xn} converges strongly to ΠF x0.

Proof. Following the proof lines of Theorem 3.1, we have conclusions:
(1) F is a nonempty closed convex subset of C;
(2) Cn and Qn are closed convex sets for all n ≥ 0;
(3) F ⊂ Cn ∩Qn for all n ≥ 0;
(4) limn→∞ ‖xn − x0‖ exists;
(5) {xn} is a Cauchy sequence;
(6) xn − xn+1 → 0 as n →∞;
(7) ∀i ∈ I, xn − Ti

nxn → 0 as n →∞.
The continuousness property of Ti together with (5) and (7) implies that {xn}
converges strongly to a common fixed point p of {Ti}i∈I . As shown in Theo-
rem 3.1, p = ΠF x0. This completes the proof. ¤

Theorem 3.6. Let C be a nonempty bounded closed convex subset of a uni-
formly convex and uniformly smooth Banach space E, and {Ti}i∈I : C → C be
a family of closed and quasi-φ-asymptotically nonexpansive mappings such that
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F =
⋂

i∈I F (Ti) 6= ∅, where I is an index set. Let {αn}, {βn} are sequences in
[0,1]. Define a sequence {xn} in C by the following algorithm:

(3.10)





x0 ∈ H chosen arbitrarily,
C1,i = C, C1 =

⋂∞
i=1 C1,i, x1 = ΠC1x0,

zn,i = J−1(βnJxn + (1− βn)JTi
nxn),

yn,i = J−1(αnJxn + (1− αn)JTi
nzn,i),

Cn+1,i = {v ∈ Cn,i : φ(v, yn,i) ≤ φ(v, xn) + ξn,i},
Cn+1 =

⋂
i∈I Cn+1,i,

xn+1 = ΠCn+1x0,

where ξn,i = (1 − αn)(kn,i − 1)(kn,i(1 − βn) + 1)M , M ≥ φ(p, xn) for all
p ∈ F, xn ∈ C. Then {xn} converges strongly to ΠF x0.

Proof. First, we show that Cn is closed and convex for all n ≥ 0. It suffices to
show that, for any fixed but arbitrary i ∈ I, Cn,i is closed and convex for every
n ≥ 0. This can be proved by induction. It is obvious that C1,i = C is closed
and convex. Assume that Cn,i is closed and convex for some n ∈ N . Observe
that the set

Cn+1,i = {v ∈ C : φ(v, yn,i) ≤ φ(v, xn) + ξn,i}
is identical to the set

Dn,i = {v ∈ C : 2〈v, Jxn − Jyn,i〉 ≤ ‖xn‖2 − ‖yn,i‖2 + ξn,i},
and Dn,i is closed and convex. Since Cn+1,i is the intersection of Cn,i and Dn,i,
Cn+1,i is closed and convex. Then, for all n ≥ 0, Cn is closed and convex. This
shows that ΠCn+1x0 is well defined. Next, we prove F ⊂ Cn for all n ≥ 0. It
suffices to show that F ⊂ Cn,i for every i ∈ I. We prove this by induction. It
is obvious that F ⊂ C1,i = C. Assume that F ⊂ Cn,i for some n ∈ N . For
∀p ∈ F ⊂ Cn,i, as shown in Theorem 3.1, we have that F ⊂ Cn+1,i. Then, for
all n ≥ 0, F ⊂ Cn. Since xn = ΠCnx0 and Cn+1 ⊂ Cn and xn+1 ∈ Cn+1, we
have

(3.11) φ(xn, x0) ≤ φ(xn+1, x0)

for all n ≥ 0. Therefore {φ(xn, x0)} is nondecreasing. Further, by Lemma 2.3
we have

φ(xn, x0) = φ(ΠCnx0, x0) ≤ φ(p, x0)− φ(p, xn) ≤ φ(p, x0)

for all p ∈ F ⊂ Cn and for all n ≥ 0. Therefore {φ(xn, x0)} and {xn} are
bounded. This together with (3.11) ensures that the limit of {φ(xn, x0)} exists.
By the construction of Cn, we see that Cm ⊂ Cn and xm = ΠCmx0 ∈ Cn for
all m ≥ n. By Lemma 2.3, we have, for any positive integer m ≥ n, that

(3.12) φ(xm, xn) = φ(xm,ΠCnx0) ≤ φ(xm, x0)− φ(xn, x0).
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Taking the limit in (3.12) yields

lim
n→∞

φ(xm, xn) = 0.

By Lemma 2.1, we have that xm − xn → 0 as n,m → ∞, hence, {xn} is a
Cauchy sequence. Since E is a Banach space and C is a closed subset of E, we
can assume that xn → p ∈ C as n →∞. Finally, we show that p = ΠF x0.

Since xn = ΠCn
x0 and F ⊂ Cn, from Lemma 2.2, we have

(3.13) 〈xn − w, Jx0 − Jxn〉 ≥ 0, ∀w ∈ F.

Taking the limit of (3.13) yields

〈p− w, Jx0 − Jp〉 ≥ 0, ∀w ∈ F.

At this point, in view of Lemma 2.2, we see that p = ΠF x0. This completes
the proof. ¤

Remark 3.7. The boundedness assumption on C in Theorem 3.6 can be weaken
to sup{‖p‖ : p ∈ F} < ∞.

In the sprit of Theorem 3.6, we have the following strong convergence theo-
rem.

Theorem 3.8. Let C be a nonempty bounded closed convex subset of a uni-
formly convex and uniformly smooth Banach space E, and {Ti}i∈I : C →
C be a family of closed and quasi-φ-nonexpansive mappings such that F =⋂

i∈I F (Ti) 6= ∅, where I is an index set. Let {αn}, {βn} are sequences in
[0, 1]. Define a sequence {xn} in C by the following algorithm:

(3.10)





x0 ∈ H chosen arbitrarily,
C1,i = C, C1 =

⋂∞
i=1 C1,i, x1 = ΠC1x0,

zn,i = J−1(βnJxn + (1− βn)JTi
nxn),

yn,i = J−1(αnJxn + (1− αn)JTi
nzn,i),

Cn+1,i = {v ∈ Cn,i : φ(v, yn,i) ≤ φ(v, xn) + ξn,i},
Cn+1 =

⋂
i∈I Cn+1,i,

xn+1 = ΠCn+1x0,

where ξn,i = (1 − αn)(kn,i − 1)(kn,i(1 − βn) + 1)M , M ≥ φ(p, xn) for all
p ∈ F, xn ∈ C. Then {xn} converges strongly to ΠF x0.

Remark 3.9. In theorems above, if one takes I = {1, 2, . . . , N}, I = {1, 2, . . .}
and I = R+, respectively, then one can obtain strong convergence theorem for
a finite, countable infinite of family and nonlinear semigroup of asymptotically
nonexpansive mappings, respectively.
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