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Real-Time Container Shape and Range Recognition for

Implementation of Container Auto-Landing System

Li Wei', Eung Joo Lee”

ABSTRACT

In this paper, we will present a container auto-landing system, the system use the stereo camera
to measure the container depth information. And the container region can be detected by using its hough
line feature. In the line feature detection algorithm, we will detect the parallel lines and perpendicular
lines which compose the rectangle region. Among all the candidate regions, we can select the region
with the same aspect-ratio to the container. The region will be the detected container region. After
having the object on both left and right images, we can estimate the distance from camera to object
and container dimension. Then all the detect dimension information and depth inform will be applied
to reconstruct the virtual environment of crane which will be introduce in this paper. Through the simu-
lation result, we can know that, the container detection rate achieve to 97% with simple background.
And the estimation algorithm can get a more accuracy result with a far distance than the near distance.

Key words: container detection, line detection, rectangle detection, stereo vision, connected component

labeling.

1. INTRODUCTION

With the development of modem economy of the
whole world, containers are wildly used to trans-
port all kinds of goods. In order to manage the con-
tainers efficiently and land containers full auto-
matically and rapidly. Many researchers have been
taking more attention to container tracking and
management technology, traditional method for
tracking and managing containers is based on the
image identifier techniques and manual data input.
In this method, the information of container gath-
ered by the video is transmitted into the in-
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formation process center; the information of goods
is input into the information process center man—
ually, it’s lower identification speed, high error rate,
and non-real time.

So for solving the problem, in this paper we will
propose a system that detect and land the contain—
ers automatically. Container contains the line fea-
ture such as: parallel lines and perpendicular lines.
There are many method that use Hough Transform
(HT) and rectangle detection for this specific
problem. Lagunovsky and Ablameyko [1] proposed
a rectangle detection technique based on line
primitives. First, linear primitives are extracted,
line segments, which are grouped in straight lines.
The length and orientation of these straight lines
are compared and used to detect quadrangles, that
are further approximated by rectangles. The ap-
proach of using Hough transform and rectangle
detection used in many problems. Lin and Nevatia
[2] studied the problem of rectangle/ parallelogram
detection in aerial images. Their technique is based
on line detection, and selection of line segments
within a range of values (determined by maximum
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and minimum building sizes). Given an initial line
segment, anti-parallel lines are searched. A pair of
anti-parallel lines is used to define a search region,
where the remaining two sides of the rectangle are
searched. Tao et. al [3] proposed a primitive-based
approach for extracting rectangular buildings from
aerial images. In their approach, edge elements are
found and linear elements are extracted using a
splitting arithmetic. Start-point, end-point and ori~
entation of each linear element are used to detect
parallel lines, and pairs of parallel lines are used
to form rectangular primitive structures. Finally,
these primitives are merged to form rectangles.
Zhu et. al. [45] used a different approach to detect
rectangular particles in cryo-electron microscopy
images, by proposing a Rectangular Hough
Transform (RHT). If the sides of a rectangle are
known, the RHT uses a 2-D accumulator array to
detect the center and orientation of the rectangle.
By using the method we can get a fast and good
result. And the framework of the system is as
shown in Fig 1.

The rest of this paper is composed of the follow~
ing parts: section 2 will discuss the container de-
tection method, the method will use the hough
transformation. In the section, we will discuss the
hough transformation and lines detection in detail;
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Fig. 1. Framework of the Auto-landing System

section 3 will show the container distance estima-
tion algorithm, in the section, we firstly introduce
the stereo vision theory, and based on the theory,
we proposed the method to estimate the distance
of container; section 4 will introduce the remodel-
ing method, based on the method we will create
a virtual environment which is reconstructed from
the real environment, and the position of containers
in the virtual environment will keep real-time with
the real containers. Finally we will give the experi-
ment result and conclusion in the final part of the
paper.

2. CONTAINER DETECTION IN HOUGH
SPACE

As we can know that, container is a kind of reg-
ular geometrical one, it has kinds of line feature
in the captured irage, such as® parallel lines, per-
pendicular lines, and the scale of each container
have a fixed value. According this, to detect con-
tainer, we can firstly detect line information in the
captured image, and then detect all the parallel lines
and perpendicular lines from the lines result. After
that, the cross points can be detected and we can
select the candidate rectangle regions. Finally, the
container region can be confirmed by selecting the
rectangle region which with the correct scale. A
flowchart of the container detection method is as
shown in Fig 2.

Line detection

Container detection

Infermation extracti

Fig. 2. Flowchart of Container Detection Method
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2.1 Lines Feature Detection in Hough Space

In order to detect container lines in images, one
must be able to detect a group of pixels that are
on a straight line or a smooth curve. This is what
a Hough transforms (HT) is supposed to do [6,7].
The simplest case of Hough transform is a Hough
linear transform. According to Hough theory, in the
image space, the straight line can be described as
v = mx + b and is plotted for each pair of values
(x, y). However, the charactistics of that straight
line is not X or y, but its slope m and intercept
b. Based on the fact, the straight line y = mx +
b can be represented as a point (b, m) in the pa-
rameter space. The two dimensions of the accumu-
lator array would correspond to quantized values
for m and b. For each pixel and its neighborhood,
the Hough transform algorithm determines if there
is enough evidence of an edge at that pixel. If so,
it will calculate the parameters of that line, and
then look for the accumulator’s bin that the param-
eters fall into, and increase the value of that bin.
By finding the bins with the highest values, typi—
cally by looking for local maxima in the accumu-
lator space, the most likely lines can be extracted,
and their geometric definitions read off. The sim-
plest way of finding these peaks is by applying
some form of threshold, but different techniques
may vield better results in different circum-
stances—-determining which lines are found as well
as how many. Since the lines returned do not con-
tain any length information, it is often next neces—
sary to find which parts of the image match up
with which lines. The equation of the line can be

written as:
r=x-cosf+y-sind (1)

It is therefore possible to associate to each line
of the image, a couple (r, ®) which is unique if
8el0.7landre R, of if #<[0,27] and r=0. The (r,
©) plane is sometimes referred to as Hough space.

In order to detect the candidate lines from the

container captured image, we firstly detect the

(a) (b) (©)

Fig. 3. Pre-process Approach Result: (a). Source
Image: (b). Gaussian Filter Result and (c).
Canny Method Result

edge information from the image. And for getting
the edge image, we will smooth the image by using
the Gaussian filter [8] to remove the noise in the
image, and then use Canny algorithm [9] to extract
all the edges from the no-noise image. This step
can also be named pre-process approach, and the
result is as shown in Fig 3.

The Hough linear transformation will be applied
to the result image of pre-process, the result con-
tains many lines feature. But what we needs is the
parallel lines and the perpendicular lines for con-
firming containers. And as we knows that the par—
allel lines have the same slope and perpendicular
lines have the deviation value of n/2, so line slope
angle can be used to classify the parallel lines and
perpendicular lines. According to this, we can cal-
culate the angle of each line, if any pair of lines
has the same angle we will consider them as the
parallel lines and remain them as the candidate
lines. The algorithm is as shown following:

X={}

FOR i=0:1:aLines

FORJ=0:1:nLines
(L[i], Ox)=anglel
(L{j],Ox)=angle2
if (anglel — angle2) < threshold
End
End

And if an pair of lines has a deviation value of
n/2, we can consider them as the perpendicular
lines and remain them as the rectangle lines. The

detection result is as shown in Fig 4.

2.2 Container Lines and Corner Detection

We know that, each rectangle is composed of
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(a) (b) (c)

Fig. 4. Parallel and Perpendicular Lines Detection
Result: (a). Source Image: (b). Parallel
Lines  Detection Result and (c).
Perpendicular Lines Detection Result

L3

Fig. 5. A Diagram to show Rectangle Component

parallel lines and perpendicular lines, the line is
segmented by the cross points. As seen in Fig. 5,
L1 and L2 is a pair of parallel lines and L3 and
L4 is a pair of parallel line, the two pairs of line
are orthogonal. We can see that the four lines gen-
erate four cross points: Py, P, Ps, P4, and a rec—
tangle is confirmed by the four points which we
can called PiP:PsPs, and outside line segments of
the rectangle can be removed finally.

The rectangles detection result can be seen in
Fig 6.

There is a global regulatory standard for con—
tainer size which can be seen from Table 1, any
eontainer in the world, must be according to the
standard.

(@) ' (b)

Fig. 6. Rectangle Detection Result: (a) Lines
Detection Result and (b) Rectangles
Detection Result

Table 1. Container Size Global Regulatory Standard

Parameter 20 feet
Material Steel
Unit mm Feet— Inches
Long 6058 19-10 1/2
Size Width 2438 8
Height 2438 8

(a) (b)

Fig. 7. Container Objects Detection Result, (a)
Candidate Rectangles and (b) Detected
Container Regions

In our algorithm, we can utilize the size stand-
ard, as seen from the table, long of container is
6058, width and height of container have the same
size: 2438, and scale of the container is 2.48
(6058:243R). So for all the candidate rectangles, we
can calculate the size scale, if scale of a rectangle
is about 2.48, we can assume that it is a container
region and we can remain it, else it is a noise region
which will be removed from the result image.
Detail of the algorithm is as shown following:

X={}

FOR i=0:1:nRegions

if(Long/With ~ 2.48)
X = ContainerRegion
else

X = No ContainerRegion
END

Result of the approach is as shown in Fig 7.

3. CONTAINER DISTANCE ESTIMATION
USING STEREOC CAMERA

Recently, stereo vision technology has been
widely used for object measuring, because stereo

vision has the advantage that it is able to obtain
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an accurate and detailed 3D representation of the
environment around an intelligent vehicle, by pas—
sive sensing and at a relatively low sensor cost.
It is similar to the human vision system, the stereo
vision algorithm uses a coarse to fine approach to
perform the regional correlation. The resulting dis—
parity map represents the correspondence between
the points in the left and right images. For a de-
tailed description of the stereo algorithm see, for
instance, reference [10,11]; herein, starting from
the knowledge of the related disparity, we concen-
trate on the computation of the relative depth.
Fig. 8 shows the configuration being considered:
let P be the projection on the stereo plane of a point
Ps in the space. We define the function K as:

tan(cx — y) e tan( B + &)
tan(cc — ¥) + tan( B + 8) (2)

x(a,p.y,0)=

where a and B are the vergence angles, Y
=arctan(x/F1) and 8=arctan(x/Fr) define the posi-
tion of two corresponding points on the image
planes, x=x1*D (D is the know disparity), and F
and Fr are the focal lengths of the left and right
camera measured in pixels, respectively. It is easy
to prove that the depth Z referred to in the stereo
coordinate system is:

Z=Bex(a,p.7.5) 6)]

where B is the baseline length. From the knowl-
edge of the vergence angles a and B, and the

Py(XsYs.2) P(X.0.2)
Q o r
// /
S \
Xy z 3\ X
Pra 1(\\.
R L B Y R

(a) (b)

Fig. 8. Schematic representation of the stereo
coordinate system: (a) the configuration
in space is shown-the y axes of the
cameras and of the stereo coordinate
system are parallel and orthogonal to the
plane defined by the two optical axes. (b)
The projection of the point Ps = (X, Y, Z)
on the plane Y = 0 (the point P) is shown
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Fig. 9. Container Image of a Pair of Parallel Stereo
Cameras

angular disparities ¥, § provides a depth measure
with respect to the interocular baseline. As ex-—
pected, the distance from the fixation point OK de-
pends only on the vergence angles a and B; in fact:

tan(e) - tan{ )

Z,=BeK(a,B.0,0)=Be tan(a) + tan( ) @

In the frontal section, containers can be detected
exactly, and we can apply the algorithm on both
the left and right cameras to detect containers.
Thus we can get two positions for each container,
one is in the left image and the other is in the right
image, as we can see from the Fig 9. PP is con-
tainer position in left image and P, P, is the posi-
tion in right image.

The stereo camera which we used is consisted
of a pair of parallel cameras. So in equation (3) a=8
=00°, and thus the K equation can be changed as:

90,90, y,5) = 18 ct8(3)
KOONT D= ) -crgle) (5)

And here: ctg(¥)={/Xy and ctg(8)=1/Xg, thus, the
K equation can be transformed into:

f S

-,X_.}M ;
90,90,7,8) = ——t TR =
K( 4 ) _f__i XR_XL

XX, ®)

The distance from the object point can be repre-
sented as:

f

=B
“Xp- X, )

dp= [z » y =B ¢ K(90,90,0,0)

And here:
dep - distance from point ith to camera.
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f ! camera focus.
B : base line (distance between two cameras).
XL @ container position in left image

Xr © container position in right image

4. CONTAINER DIMENSION CALCULATION
AND REMODELING

Container dimension information include: color,
fexture, label, perimeters and line information. The
information can be obtained by using container de—
tection method. But we cannot get the real di-
mension information just through the detection
algorithm. Because the scale of container have
been reduced through the capture approach. As
Fig. 10 shows that,

In order to get the real size information (long,
width) of container from image, we should know
the scaling of the capture approach. In the pre-sec-
tion, container distance has been calculated ac-
cording to the stereo vision theory. Similarly the
real position of an object oriented point can also
be gained by using the stereo camera as equation
(7) and (8) represented that:

Xp =X,

Xp=4X, ®

XX, @

So, for measuring container size, we can firstly
calculate the original points of container 4 rectangle
vertexes (P1, Py, P3, P} in left image and (P4, P,
P, P4) in right image.
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Fig. 10. Camera Capture Approach for Capture
Container

After a multitude of tests on horizontal and ver—
tical line segmentation, we can describe the im-
portant properties of the characters in real scene
images with a resolution of 768x576 captured from
a video camera as follows.

a) The character sizes of vehicle and container ID
numbers in the captured image are in the pixel
range from 16 to 64, and the width of the char-
acter strokes is greater than or equal to 3 pixels.
These are the input parameters of the whole
system.

b) The contrast between the gray-levels of the
characters and the background is greater than
that of other noncharacters and the background.
The characters are either black on a white
background or white on a black background.

¢) The characters in the images are composed of
both short vertical and horizontal line segments.

d) The non-character regions are composed of long
horizontal and vertical line segments; long hori-
zontal line segments but short vertical line seg—
ments; or long vertical line segments but short
horizontal line segments.

So, if container region is confirmed from the im-
age, we can determine that the characters in a re-
al-life image will be located in the regions with
both short horizontal and vertical line segments
and with relatively high gray-level contrast. Since
the characters are assumed to have high contrast
against their background. The adjacent line seg-
ments will have relatively high gray-level
contrast. We consider the properties of a group of
characters in the scene image in two dimensions -
(horizontal and vertical directions}. The characters =
can be distinguished from the background more
easily and thus more accurate character segmenta-
tion can be achieved. The container label detection
result is shown in Fig. 11.

The container label has been extract by the
frontal method, the only job we should do for next
is to employ a recognition machine to recognize the
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(a)

Fig. 11. Container Label Detection Result: (a) Source
Image and (b) Label Detection Result

label with purpose of getting the container register
information. In the system, we used neural network
based recognition machine to recognize the label,
when it acts as the label recognition module.
Basically, it is a general feed-forward multi-layer
perceptron with one hidden layer, trained by the
back-propagation algorithm [12]. Number of nodes
composing the input layer, the hidden layer and the
output layer are 256, 100 and 35 respectively.

The input to the neural network is the character
pattern extracted by the schemes described in ear-
lier sections. The normalized label is represented
in a 16 by 16 gray-level pixel-matrix. Each input
node receives the state of one pixel, whose value
is either 0 or an integer within the range 128 to
255.

At the output layer, the 35 output nodes are
associated with the 35 alphanumeric character
categories to be recognized. The state of an out-
put node can be any floating-point value in the
range [0---1]. Given an input character pattern,
the score of each output node resulted from the
network operation describes the likeliness fro the
input to be regarded as the category associated
with that node.

All the texture, color, label and size information
of container have been detected in the system, we
can apply these features to remodel the containers
in the virtual world, the coordinate which describes
container position is important. In our system, we
selected the crane center bottom point as the origi-
nal point of the coordinate, selected the horizontal
direction as x-axis, as diagram in Fig. 12 shows
that.

Fig. 12. Coordinate of Container Virtual Environment

Right image

Left image 3D Modet

Depth Image

Fig. 13. Container Remodeling Result

Container position in real world coordinate will
be transformed into the coordinate and have a cor-
responding position. At the position, we then create
a rectangular block with the same scale of contain-
er, and attach the texture, color, label of real con-
tainer to the rectangular block, thus a virtual model
of the container can be created. Because the virtual
coordinate is linear transformed from the real
world, the crane control worker can just see the
virtual environment to control the crane. The re-
modeling result is as shown in Fig. 13.

5. SIMULATION AND
COMPARISON

RESULTS

We have made simulation on a mini model of
Port to evaluate efficiency of the proposed system.
The mini model is composed of:

» Stereo camera. ( Bumblebee, IEEE~1394 )

* A mini crane system.
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Fig. 14. Frame of the Container Automatic Landing Simulator

* Container Models

Frame of the simulator is as shown in Fig 14.

Any high precision measurement system will
depend on all components: mechanical, optical,
electronic, and algorithmic. Since we wanted to
avoid such issues as optical distortion, shading
problems, background problems, our simulation re-
sults serve to illustrate and compare the methods,
rather than to give absolute accuracy figures.

We use simple background with black color for
detecting container, the image what we obtained is
with size of 800 * 600, the inter parameter specifica-
tion of the stereo camera is as shows in Fig. 15.

Depth estimation result of container can be seen
from Table 2, the result is shown from far to near.
In the table, we also give the real distance of the
container and the errors. And from the result, we

can see that with the container moving far from

Focus=6mm,

Fig. 15. inter Parameter Specification of the Stereo
Camera

Table 2. Depth Estimation Resuit

Real Depth (m) |Estimated Depth (m)| Errors (m)

2 1.98 0.02
1.8 1.85 0.05
1.7 1.8 0.1

15 1.7 0.2

1.3 1.69 0.39

1 1.3 0.3
0.55 0.76 0.21

the stereo camera, the errors will become greater
than greater. It is due to the problem baseline
length of the stereo cameras, the narrow-baseline
camera configuration makes possible to find stereo
correspondence automatically for every pixel, but
a serious drawback is its low accuracy with long
distance.

Fig 16 shows a diagram to describe result of the
real distance, estimated distance and the errors.
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Fig. 16. Distance Result
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The red line represents the real distance, the blue
line represents the estimated distance and the
green line represents the errors.

For measuring container distance, the conven—
tional methods usually use the RFID based location
technology as presented by Zhengwu Yuan and
Dongli Huang [13], in their paper, they used the
moving passive RFID and GPS equipment into
shipping container to make the cargos and contain-
er monitored and located even if the container is
loaded, stored, hoisted and transported. And anoth-
er method is to use the point laser sensor to detect
the distance information. The two kinds of conven-
tional methods can get more accurate results when
compare with the proposed vision based method,
but the RFID based method need to improve the
container with RFID device. And GPS equipment
also needs to make a change on container. This
makes it difficult to apply to all the containers that
be used currently. But using the stereo camera
based system. We need not to improve the contain-
er with any change. It can detect any containers
currently.

6. CONCLUSION

In this paper, we have presented the system
which automatic detect container and land contain-
er by using stereo camera. Based on the stereo vi-
sion theory, the container can be detected accord-
ing to its’ dimension feature such as: width-height
scale, color, texture. In the system, we used the
width-height scale and texture information to con-
firm the container region. Then we use stereo
equation to calculate the real distance and position
information of container. We then send it to the
crane to control it move to the corresponding posi-
tion to catch the container. On the other way, the
texture, depth information will be applied to re-
model the container in a virtual environment. The
environment is reconstructed from the real envi-

ronment, which is used for the worker.

We have made simulation based on the PORT
simulator. The simulation result shows that the
proposed algorithm can performs well on detecting
container and depth information in the real-time
system. However, it still can be influenced by the
illumination, and because of the low quality and
low accuracy of stereo vision, the depth in-
formation estimation algorithm will need to be im~
proved further.
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