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Abstract. We show that for an algebraic Riccati equation $X^{*} B^{-1} X-T^{*} X-X^{*} T=C$, its solutions are given by $X=W+B T$ for some solution $W$ of $X^{*} B^{-1} X=C+T^{*} B T$. To generalize this, we give an equivalent condition for $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$ for given positive operators $B$ and $A$, by which it can be regarded as Riccati inequality $X^{*} B^{-1} X \leq A$. As an application, the harmonic mean $B!C$ is explicitly written even if $B$ and $C$ are noninvertible.

## 1. Introduction

The following equation is said to be the algebraic Riccati equation:

$$
\begin{equation*}
X^{*} B^{-1} X-T^{*} X-X^{*} T=C \tag{1}
\end{equation*}
$$

for positive definite matrices $B, C$ and arbitrary $T$. The simple case $T=0$ in (1)

$$
\begin{equation*}
X^{*} B^{-1} X=C \tag{2}
\end{equation*}
$$

is called the Riccati equation by several authors. It is known that the geometric mean $B \sharp C$ is the unique positive definite solution of (2), see [6] and [4]. Recall Ando's definition of it in terms of operator matrix [2]; for positive operators $B, C$
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on a Hilbert space,

$$
B \sharp C=\max \left\{X \geq 0 ;\left(\begin{array}{ll}
B & X  \tag{3}\\
X & C
\end{array}\right) \geq 0\right\} .
$$

If $B$ is invertible, it is expressed by

$$
\begin{equation*}
B \sharp C=B^{\frac{1}{2}}\left(B^{-\frac{1}{2}} C B^{-\frac{1}{2}}\right)^{\frac{1}{2}} B^{\frac{1}{2}} . \tag{4}
\end{equation*}
$$

Very recently, Izumino and Nakamura [5] gave some interesting consideration to weakly positive operators introduced by Wigner [12]. An operator $T$ is weakly positive if $T=S C S^{-1}$ for some $S, C>0$, where $X>0$ means it is positive and invertible. It is equivalent to be of form $T=A B$ for some $A, B>0$. (Take $A=S^{2}$ and $B=S^{-1} C S^{-1}$.) They pointed out that the square root $T^{\frac{1}{2}}$ of a weakly positive operator $T=S C S^{-1}=A B$ can be defined by $T^{\frac{1}{2}}=S C^{\frac{1}{2}} S^{-1}=$ $A^{\frac{1}{2}}\left(A^{\frac{1}{2}} B A^{\frac{1}{2}}\right)^{\frac{1}{2}} A^{-\frac{1}{2}}$, and

$$
A^{-1} \sharp B=A^{-1}(A B)^{\frac{1}{2}} .
$$

As an easy consequence, $A^{-1} \sharp B$ is a (unique) positive solution of Riccati equation $X A X=B$ for given $A, B>0$.

In this note, we discuss a relation between solutions of (1) and (2), and give their solutions. We show that every solution of (1) is given by $X=W+B T$ for some solution $W$ of $X^{*} B^{-1} X=C+T^{*} B T$. To generalize this, we next investigate an operator $W$ satisfying $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$ for given positive operators $B$ and $A$, by which $W$ can be regarded as a solution of Riccati inequality $X^{*} B^{-1} X \leq A$ if $B$ is invertible. Precisely, we show that $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$ if and only if $W=B^{\frac{1}{2}} X$ for some operator $X$ and $A \geq X^{*} X$. As an application, the harmonic mean $B!C$ is explicitly written even if $B$ and $C$ are noninvertible.

## 2. Riccati equation

In this section, we discuss a relation between solutions of Riccati equations (1) and (2), by which solutions of (1) can be given. The following lemma says that (2) is substantial in a mathematical sense.

Lemma 1. Let $B$ be positive invertible, $C$ positive and $T$ arbitrary operators on a Hilbert space. Then $W$ is a solution of Riccati equation

$$
W^{*} B^{-1} W=C+T^{*} B T
$$

if and only if $X=W+B T$ is a solution of an algebraic Riccati equation

$$
X^{*} B^{-1} X-T^{*} X-X^{*} T=C
$$

Proof. Put $X=W+B T$. Since

$$
X^{*} B^{-1} X-T^{*} X-X^{*} T=W^{*} B^{-1} W-T^{*} B T
$$

we have the conclusion immediately.
Next we determine solutions of Riccati equation (2):
Lemma 2. Let $B$ be positive invertible and $A$ positive. Then $W$ is a solution of Riccati equation

$$
\begin{equation*}
W^{*} B^{-1} W=A \tag{5}
\end{equation*}
$$

if and only if $W$ is of form $W=B^{\frac{1}{2}} U A^{\frac{1}{2}}$ for some partial isometry $U$ whose initial space contains ran $A^{\frac{1}{2}}$.
Proof. If $W$ is a solution, then $\left\|B^{-\frac{1}{2}} W x\right\|=\left\|A^{\frac{1}{2}} x\right\|$ for all vectors $x$. It ensures the existence of a partial isometry $U$ such that $B^{-\frac{1}{2}} W=U A^{\frac{1}{2}}$, i.e., $W=B^{\frac{1}{2}} U A^{\frac{1}{2}}$.

Consequently, we have solutions of an algebraic Riccati equation (1).
Theorem 3. The solutions of an algebraic Riccati equation (1)

$$
X^{*} B^{-1} X-T^{*} X-X^{*} T=C
$$

is given by $X=B^{\frac{1}{2}} U\left(C+T^{*} B T\right)^{\frac{1}{2}}+B T$ for some partial isometry $U$ whose initial space contains ran $\left(C+T^{*} B T\right)^{\frac{1}{2}}$.

In addition, the following result due to Trapp [11] is obtained by Lemma 1.
Corollary 4. Under the assumption that BT is selfadjoint, the selfadjoint solution of an algebraic Riccati equation (1) is of form

$$
X=\left(T^{*} B T+C\right) \sharp B+B T .
$$

Proof. The uniqueness of solution follows from the fact that $A \sharp B$ is the unique positive solution of $X B^{-1} X=A$.

## 3. Riccati inequality

In this section, we will generalize Riccati equation, say Riccati inequality. Actually it is realized as the positivity of an operator matrix $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$ for given positive operators $B$ and $A$. Roughly speaking, it is regarded as an operator inequality $W^{*} B^{-1} W \leq A$. As a matter of fact, it is correct if $B$ is invertible.

Lemma 5. Let $A$ be a positive operator. Then

$$
\left(\begin{array}{cc}
1 & X \\
X^{*} & A
\end{array}\right) \geq 0 \text { if and only if } A \geq X^{*} X
$$

Proof. Since

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & A-X^{*} X
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
-X^{*} & 1
\end{array}\right)\left(\begin{array}{cc}
1 & X \\
X^{*} & A
\end{array}\right)\left(\begin{array}{cc}
1 & -X \\
0 & 1
\end{array}\right)
$$

it follows that

$$
\left(\begin{array}{cc}
1 & X \\
X^{*} & A
\end{array}\right) \geq 0 \quad \text { if and only if } \quad A \geq X^{*} X
$$

Lemma 6. Let $A$ and $B$ be positive operators. Then

$$
\left(\begin{array}{cc}
B & W \\
W^{*} & A
\end{array}\right) \geq 0 \quad \text { implies } \quad \text { ran } W \subseteq \operatorname{ran} B^{\frac{1}{2}}
$$

and so $X=B^{-\frac{1}{2}} W$ is well-defined as a mapping.
Proof. Let $S=\left(\begin{array}{cc}a & b \\ b^{*} & d\end{array}\right)$ be the square root of $R=\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right)$. Then

$$
R=S^{2}=\left(\begin{array}{cc}
a^{2}+b b^{*} & a b+b d \\
b^{*} a+d b^{*} & b^{*} b+d^{2}
\end{array}\right)
$$

that is,

$$
B=a^{2}+b b^{*} \text { and } W=a b+b d
$$

Since ran $B^{\frac{1}{2}}$ contains both ran $a$ and ran $b$ by Douglas' majorization theorem [3], it contains ran $a+\operatorname{ran} b$. Moreover ran $W$ is contained in ran $a+\operatorname{ran} b$ by $W=a b+b d$.

Theorem 7. Let $A$ and $B$ be positive operators on $K$ and $H$ respectively, and $W$ be an operator from $K$ to $H$. Then $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$ if and only if $W=B^{\frac{1}{2}} X$ for some operator $X$ from $K$ to $H$ and $A \geq X^{*} X$.
Proof. Suppose that $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$. Since ran $W \subseteq \operatorname{ran} B^{\frac{1}{2}}$ by Lemma 6, Douglas' majorization theorem [3] says that $W=B^{\frac{1}{2}} X$ for some operator $X$. Moreover we restrict $X$ by $P_{B} X=X$, where $P_{B}$ is the range projection of $B$. Noting that $y \in$ ran $B$ if and only if $y=B^{\frac{1}{2}} x$ for some $x \in \operatorname{ran} B^{\frac{1}{2}}$, the assumption implies that

$$
\left(\left(\begin{array}{cc}
P_{B} & X \\
X^{*} & A
\end{array}\right)\binom{y}{z},\binom{y}{z}\right)=\left(\left(\begin{array}{cc}
B & W \\
W^{*} & A
\end{array}\right)\binom{x}{z},\binom{x}{z}\right) \geq 0
$$

for all $y \in \operatorname{ran} B$ and $z \in K$. This means that $\left(\begin{array}{ll}P_{B} & X \\ X^{*} & A\end{array}\right) \geq 0$, and so

$$
\left(\begin{array}{cc}
P_{B} & 0 \\
0 & A-X^{*} X
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
-X^{*} & A
\end{array}\right)\left(\begin{array}{cc}
P_{B} & X \\
X^{*} & A
\end{array}\right)\left(\begin{array}{cc}
1 & -X \\
0 & 1
\end{array}\right) \geq 0
$$

that is, $A \geq X^{*} X$, as required. The converse is easily checked.
The above theorem was essentially shown in Šmul'jan [10, Theorem 1.7]. The following factorization theorem due to Ando [2] is led by Theorem 7.
Theorem 8. Let $A$ and $B$ be positive operators. Then $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$ if and only if $W=B^{\frac{1}{2}} V A^{\frac{1}{2}}$ for some contraction $V$.
Proof. Suppose that $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$. Then it follows from Theorem 7 that $W=$ $B^{\frac{1}{2}} X$ for some bounded $X$ satisfying $A \geq X^{*} X$. Hence we can find a contraction $V$ with $X=V A^{\frac{1}{2}}$ by [3], so that $W=B^{\frac{1}{2}} V A^{\frac{1}{2}}$ is shown.

The converse is proved by Lemma 5 as follows:

$$
\left(\begin{array}{cc}
B & W \\
W^{*} & A
\end{array}\right)=\left(\begin{array}{cc}
B & B^{\frac{1}{2}} V A^{\frac{1}{2}} \\
A^{\frac{1}{2}} V^{*} B^{\frac{1}{2}} & A
\end{array}\right)=\left(\begin{array}{cc}
B^{\frac{1}{2}} & 0 \\
0 & A^{\frac{1}{2}}
\end{array}\right)\left(\begin{array}{cc}
1 & V \\
V^{*} & 1
\end{array}\right)\left(\begin{array}{cc}
B^{\frac{1}{2}} & 0 \\
0 & A^{\frac{1}{2}}
\end{array}\right) \geq 0 .
$$

## 4. The geometric mean and harmonic mean

Finally we consider the geometric mean and the harmonic one, as an application of the preceding section. The former is defined by

$$
B \sharp C=\max \left\{X \geq 0 ;\left(\begin{array}{cc}
B & X \\
X & C
\end{array}\right) \geq 0\right\} .
$$

If $B$ is invertible, then Theorem 7 says that $\left(\begin{array}{ll}B & X \\ X & C\end{array}\right) \geq 0$ if and only if $C \geq$ $X^{*} B^{-1} X$.

By the way, we can directly obtain the desired inequality $C \geq X^{*} B^{-1} X$ by the following identity:

$$
\left(\begin{array}{cc}
1 & 0 \\
-X^{*} B^{-1} & 1
\end{array}\right)\left(\begin{array}{cc}
B & X \\
X^{*} & C
\end{array}\right)\left(\begin{array}{cc}
1 & -B^{-1} X \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
B & 0 \\
0 & C-X^{*} B^{-1} X
\end{array}\right)
$$

Anyway the maximum is given by

$$
B \sharp C=B^{\frac{1}{2}}\left(B^{-\frac{1}{2}} C B^{-\frac{1}{2}}\right)^{\frac{1}{2}} B^{\frac{1}{2}} .
$$

Next we review a work of Pedersen and Takesaki [8]. They proved that if $B$ and $C$ are positive operators and $B$ is nonsingular, then there exists a positive solution $X$ of $X B X=C$ if and only if $\left(B^{\frac{1}{2}} C B^{\frac{1}{2}}\right)^{\frac{1}{2}} \leq k B$ holds for some $k>0$.

From the viewpoint of Riccati inequality, we add another equivalent condition to Pedersen-Takesaki theorem:

Theorem 9. Let $B$ and $C$ be positive operators and $B$ be nonsingular. Then the following statements are mutually equivalent:
(1) Riccati equation $X B X=C$ has a positive solution.
(2) $\left(B^{\frac{1}{2}} C B^{\frac{1}{2}}\right)^{\frac{1}{2}} \leq k B$ for some $k>0$.
(3) There exists the minimum of $\{X \geq 0 ; C \leq X B X\}$.
(3') There exists the minimum of $\left\{X \geq 0 ;\left(\begin{array}{cc}1 & C^{\frac{1}{2}} \\ C^{\frac{1}{2}} & X B X\end{array}\right) \geq 0\right\}$.
Proof. We first note that (3) and (3') are equivalent by Lemma 5.
Now we suppose (1), i.e., $X_{0} B X_{0}=C$ for some $X_{0} \geq 0$. If $X \geq 0$ satisfies $C \leq X B X$, then

$$
\left(B^{\frac{1}{2}} X_{0} B^{\frac{1}{2}}\right)^{2}=B^{\frac{1}{2}} C B^{\frac{1}{2}} \leq\left(B^{\frac{1}{2}} X B^{\frac{1}{2}}\right)^{2}
$$

and so

$$
B^{\frac{1}{2}} X_{0} B^{\frac{1}{2}} \leq B^{\frac{1}{2}} X B^{\frac{1}{2}}
$$

Since $B$ is nonsingular, we have $X_{0} \leq X$, namely (3) is proved.
Next we suppose (3). Since $C \leq X B X$ for some $X$, we have

$$
B^{\frac{1}{2}} C B^{\frac{1}{2}} \leq\left(B^{\frac{1}{2}} X B^{\frac{1}{2}}\right)^{2}
$$

and so

$$
\left(B^{\frac{1}{2}} C B^{\frac{1}{2}}\right)^{\frac{1}{2}} \leq B^{\frac{1}{2}} X B^{\frac{1}{2}} \leq\|X\| B
$$

which shows (2).
The implication (2) $\rightarrow$ (1) has been shown by Pedersen-Takesaki [8] and Nakamoto [7], but we sketch it for convenience. By Douglas' majorization theorem [3], we have

$$
\left(B^{\frac{1}{2}} C B^{\frac{1}{2}}\right)^{\frac{1}{4}}=Z B^{\frac{1}{2}}
$$

for some $Z$, so that

$$
\left(B^{\frac{1}{2}} C B^{\frac{1}{2}}\right)^{\frac{1}{2}}=B^{\frac{1}{2}} Z^{*} Z B^{\frac{1}{2}} \quad \text { and } \quad B^{\frac{1}{2}} C B^{\frac{1}{2}}=B^{\frac{1}{2}}\left(Z^{*} Z B Z^{*} Z\right) B^{\frac{1}{2}}
$$

Since $B$ is nonsingular, $Z^{*} Z$ is a solution of $X B X=C$.
In adition, we consider an operator matrix $M_{B, C}(X)=\left(\begin{array}{cc}1 & B^{\frac{1}{2}} X \\ X B^{\frac{1}{2}} & C\end{array}\right)$ for $B, C, X \geq 0$. We know that $M_{B, C}(X) \geq 0$ if and only if $C \geq X B X$ by Lemma 5. We remark that there exists the maximum of $\left\{X \geq 0 ; M_{B, C}(X) \geq 0\right\}$ if (1) in Theorem 9 holds. As a matter of fact, if $X_{0} B X_{0}=C$ for some $X_{0} \geq 0$, then it follows from Lemma 5 that

$$
X_{0} B X_{0}=C \geq X B X \quad \text { and so } \quad B^{\frac{1}{2}} X_{0} B^{\frac{1}{2}} \geq B^{\frac{1}{2}} X B^{\frac{1}{2}}
$$

for $X \geq 0$ with $M_{B, C}(X) \geq 0$. Finally the nonsingularity of $B$ implies $X_{0} \geq X$, as desired.

On the other hand, the harmonic mean is defined by

$$
B!C=\max \left\{X \geq 0 ;\left(\begin{array}{cc}
2 B & 0 \\
0 & 2 C
\end{array}\right) \geq\left(\begin{array}{cc}
X & X \\
X & X
\end{array}\right)\right\}
$$

To obtain the exact expression of the harmonic mean, we need the following lemma which is more explicit than Theorem 7.
Lemma 10. If $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$, then $X=B^{-\frac{1}{2}} W$ is bounded and $A \geq X^{*} X$.
Proof. For a fixed vector $x$, we put $x_{1}=B^{-\frac{1}{2}} W x$. Since $B^{\frac{1}{2}} x_{1}=W x$, we may assume $x_{1} \in\left(\operatorname{ker} B^{\frac{1}{2}}\right)^{\perp}$. So it follows that

$$
\begin{aligned}
\left\|B^{-\frac{1}{2}} W x\right\| & =\sup \left\{\left|\left(B^{-\frac{1}{2}} W x, v\right)\right| ;\|v\|=1\right\} \\
& =\sup \left\{\left|\left(B^{-\frac{1}{2}} W x, B^{\frac{1}{2}} u\right)\right| ;\left\|B^{\frac{1}{2}} u\right\|=1\right\} \\
& =\sup \{|(W x, u)| ;(B u, u)=1\}
\end{aligned}
$$

On the other hand, since

$$
\left(\left(\begin{array}{cc}
B & W \\
W^{*} & A
\end{array}\right)\binom{u}{t x},\binom{u}{t x}\right)=|t|^{2}(A x, x)+2 \operatorname{Re} t(W x, u)+(B u, u) \geq 0
$$

for all scalars $t$, we have

$$
|(W x, u)|^{2} \leq(A x, x)(B u, u)
$$

Hence it follows that

$$
\left\|B^{-\frac{1}{2}} W x\right\|^{2}=\sup \left\{|(W x, u)|^{2} ;(B u, u)=1\right\} \leq(A x, x)
$$

which implies that $X=B^{-\frac{1}{2}} W$ is bounded and $A \geq X^{*} X$.
Theorem 11. Let $B, C$ be positive operators. Then

$$
B!C=2\left(B-\left[(B+C)^{-\frac{1}{2}} B\right]^{*}\left[(B+C)^{-\frac{1}{2}} B\right]\right)
$$

In particular, if $B+C$ is invertible, then

$$
B!C=2\left(B-B(B+C)^{-1} B\right)=2 B(B+C)^{-1} C
$$

Proof. First of all, the inequality $\left(\begin{array}{cc}2 B & 0 \\ 0 & 2 C\end{array}\right) \geq\left(\begin{array}{cc}X & X \\ X & X\end{array}\right)$ is equivalent to

$$
\left(\begin{array}{cc}
2(B+C) & -2 B \\
-2 B & 2 B-X
\end{array}\right)=\left(\begin{array}{cc}
-1 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
2 B-X & -X \\
-X & 2 C-X
\end{array}\right)\left(\begin{array}{cc}
-1 & 1 \\
1 & 0
\end{array}\right) \geq 0
$$

Then it follows from Lemma 5 that $D=[2(B+C)]^{-\frac{1}{2}}(-2 B)$ is bounded and $D^{*} D \leq 2 B-X$. Therefore we have the explicit expression of $B!C$ even if both $B$ and $C$ are non-inbertible:

$$
B!C=\max \left\{X \geq 0 ; D^{*} D \leq 2 B-X\right\}=2 B-D^{*} D
$$

In particular, if $B+C$ is invertible, then

$$
B!C=2 B-D^{*} D=2\left(B-B(B+C)^{-1} B\right)=2 B(B+C)^{-1} C
$$

## 5. Riccati inequality for projections

Finally we consider the set

$$
\mathcal{F}_{E}=\left\{X \in B(H) ; X^{*} E X \leq E\right\}
$$

for a projection $E$, where $B(H)$ is the set of all bounded linear operators on $H$.
Lemma 12. Let $E$ be a projection. Then

$$
\mathcal{F}_{E}=\left\{\left(\begin{array}{cc}
X_{11} & 0 \\
X_{21} & X_{22}
\end{array}\right) \text { on } E H \oplus(1-E) H ;\left\|X_{11}\right\| \leq 1\right\} .
$$

Proof. If $X \in \mathcal{F}_{E}$, then $E X^{*} E X E \leq E$ and so $E X E$ is a contraction. On the other hand, since $(1-E) X^{*} E X(1-E)=0$, we have $E X(1-E)=0$.

Conversely suppose that

$$
X=\left(\begin{array}{cc}
X_{11} & 0 \\
X_{21} & X_{22}
\end{array}\right) \text { on } E H \oplus(1-E) H \text { and }\left\|X_{11}\right\| \leq 1
$$

Then

$$
X^{*} E X=\left(\begin{array}{cc}
X_{11} & 0 \\
0 & 0
\end{array}\right) \leq\left(\begin{array}{cc}
1 & 0 \\
0 & 0
\end{array}\right)=E .
$$

Consequently we have the following:
Theorem 13. Let $E$ be a projection. Then
(1) A positive operator $X$ belongs to $\mathcal{F}_{E}$ if and only if $X=X_{1} \oplus X_{2}$ on $E H \oplus$ $(1-E) H$ and $X_{1} \leq 1$.
(2) A projection $F$ belongs to $\mathcal{F}_{E}$ if and only if $F$ commutes with $E$.
(3) A projection $F$ satisfies $F E F=E$ if and only if $F \leq E$.

Proof. (1) follows from the preceding lemma, and (2) does from (1). For (3), first suppose that a projection $F$ satisfies $F E F$. Then $F$ commutes with $E$ by (2), so that $F E=F E F=E$. The converse is clear.
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