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ABSTRACT. In this paper, by introducing a homogenous kernel of —4—degree, we establish
a new Hilbert-type integral inequality with multi-parameter and a best constant factor.
As applications, the equivalent form, the reverse forms and some particular results are
given correspondingly.

1. Introduction

In 1908, D. Hilbert established the following well known Hilbert’s inequality (see
[1]): If f(x),g(z) > 0, such that 0 < [;* f*(z)dz < oo and 0 < [;* ¢*(z)dz < oo,
then

(1.1) / / f@ dxdy < w{/ f2(z)dx /OC gz(x)dx}%,

where the constant factor 7 is the best possible. Inequality (1.1) is important in
analysis and its applications (see [2]). Under the same conditions of (1.1), we have

(see [1])
(1.2) / / max{a: y}dxdy < 4{/ f2(z)dx /00 gQ(x)dx}%;

an [ [T R gy < w2 [T P [ P

Inequality (1.2) and (1.3) are called Hilbert-type integral inequality. All the in-
equalities above are with the homogeneous kernel of —1—degree. In 1998, Yang
(see [3]-[4]) introduced a parameter A > 0 and the Beta function B(u,v), and es-

tablished the generalized form of (1.1) with the best constant factor B(i’ 5) as

14// dd <B77{/ 21 2 dx/ 22 () da} V2,
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Inequality(1.4) becomes into the following inequality when A\ = 4

(1.5) / / f@ +y F@9W) g, < {/ 3f / ;BQQ(x)dx}l/Q.

A lot of generalized of the Hilbert-type inequalities appeared in the literature (see
[5]-[11]) with parameters base on all the above inequalities. In this article, by
introducing the parameters a,b,c € R, we establish a new Hilbert-type integral
inequality with the homogeneous kernel of —4—degree and the best constant factor.
At the same time, the inequality is generalized by dealing with a parameter . As
applications, the equivalent form, the reverse forms and some particular results are
considered correspondingly.

2. Some lemmas
Lemma 2.1. Ifﬁ,é,é € R, a,b,ce Ry and A+B+C= 0, then
(2.1) lim [Aln(z 4 a) + Bln(z + b) + Cln(z + ¢)] = 0.

T—r00
Proof. Since C=-A- E, we get
lim [Aln(z + a) + Bln(z + b) + C'In(x + ¢)]

)=

= lim [A(EEY) 4 Bt

T—00 T +c Tr+c

O

Lemma 2.2. Note RY = (0,00) x (0,00) x (0,00) x (0,00), setting the parameter
6 = (N a,b,c) € Ry, a,b,c is not equal each other and (z,y) € (0,00) x (0,00).
Define the weight functions as

00 g2y 1
()= | e T
) 22122
@ wlnd)= | o T
Then the above two integrals are convergent. Moreover, we get
1 1, A+B
(2.3) wi(z,0) =wa(y,0) = K(0) := Na— =0 + X ln(m),
~ a ~ b
where A = (a—b)(a—c)2’B = O ICEE and K(6) > 0.

Proof. Setting u = (E))‘, by simple calculating, the two integrals of (2.2) turn into
Yy

1 [ u
(2.4) wl(“ve):”(y’@)zx/o (u+a>(u+b)(u+c)2du
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Obviously, the above integral is independent of z,y. The integrand of (2.4) can be
decomposed into several parts
v i B & b

(u+a)(u+b)(ut+c)? u+a+u+b+u+c+ (u+c)?’

and it follows

A(u+b)(u+¢)? + Bu+a)(u+c)® +Clu+a)(u+b)(u+c) + D(u+a)(u+b) = u,

a ~

Letting u = —a,—b,—c respectively, we obtain A = —— B =
(a—b)(a—c)?
b ~ ¢ N N
7 P = 7—5—7 Th tti =0 t Abc? + Bac?
(b—a)(b—c)*’ (a—c)(c—b) en setting u = 0, we get Abc” + Bac” +

éabc;l— Dab = 0. After that, put E,E,IND into the above equality, we have
A+ B+ C =0. In fact,

o - 1 n c _ c
(a=c)b—c) (a=Db)(b—c)? (a—b)(a—c)?
B 1 cla—b)(a+b—2c) ab — c?
 (a—c)b—c) (a—=b)(b—c)2(a—c)2 (b—c)2(a—c)?’
i+B - alb—c)? —bla—c)>  a(b®+c?) —bla® +?)

(@—BD(b—cPa=0 ~ (a5 - 0(a— o
ab(b —a) + (a — b)c? ~

T (a—bb-02@—c? -¢

By the results above and considering (2.1), we get

0 < [ aramraeTa

= (Aln(z+a)+ Bln(z +b) + Cln(z 4 ¢) — i e
u+tc

D~ ~ ~ ~
= — —Alna—Blnb+ Alnc+ Blnc

c

1 ~ . C ~. C

= ———+Aln(—-)+ Bln(= .

@ ae—p TAMG) FBInG) <o

Hence by (2.4), (2.3) is correct, and K () > 0. O

1 1
Lemma 2.3. Settingp € R —{0,1}, -+ - =1,0 = (\,a,b,c) € R},0 <e < A|p|,
P q

a,b, ¢ is not equal each other, K(0) is taken as the definition of (2.3), then

£

(2.5)
%) 0 I2)\ 17;y2)\717§ N
I = =K 1 .
) @ T ag ) @+ b (@ Fegr i = KO o) (e = 07)
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Proof. Setting u = (2)*, then
Yy

0  poo mz,\—1—§y2,\—1—§
I = dxld
U o e T
e/oo *1*6[1/00 ul du)d
= Y u
1 Y A Jy-x (u+a)(u+0b)(u+c)? Y

_ > ,1,53 > ul_)\ip U
- 5/1 4 [)\/0 (u—l—a)(u+b)(u+c)2d}dy

00 . 1 Yy~ ulfﬁ
2.6 — = du]dy.
20 g AR A e e e
Since 1 — — > 0, th wl <l 0<u<1) and
in - — n n
“ Ap ) e (u+a)(u+b)(u+c)? ~ abc? == &
ul_kip 1 u _ALP

< ﬁ(u > 1). So fooo( 5du is uniform

(u+a)(u+b)(u+c)? u+a)(u+b)(u—+c)
convergent in € € (0, A|p|). Since the integrand of the integral is continuous about
g, by (2.3) and (2.4), we have

£

1 [ ul™p
(2.7) X/o (u+a)(u+b)(u+c)2du:K(9>+O(1) (e = 0™").

By (2.6) and (2.7), it follows

(28) I < 5/100 Yy (K () + o(1))dy = K(6) + o(1);

Y
* e _ R l/y 1
I > 5/1 Yy (K(0) + o(1))dy 6/1 Yy ()\ ; abczdu)dy

€

2. -
(2.9) A2abc?

K(0) + o(1) /100 y 1Ay = K(0) 4 o(1)

Letting ¢ — 0% and by (2.8), (2.9), we get lir(r)1+ I = K(6), and (2.5) is correct. OJ
e—

© Aabe?

3. Main results and the equivalent forms

1 1
Theorem 3.1. Ifp > 1,—- 4+ - = 1,06 = (\a,b,c) € Ri, a,b,c is not equal
p q

each other, K(0) is taken as the definition of (2.3), f(z),g(z) > 0 such that 0 <
Jo T aPU =201 P () de < 0o and 0 < [yt "N 1ge(z)de < oo, then

Y e f(x)g(y)
/o / @ T ap) @ + by (@ § )2

B <KOU[ @@ [t @
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where the constant factor K(0) is the best possible. In particular, taking A = 1, we
have

<[ f(x)g(y)
I @+ o)+ by) @+ g
1 1/p 1 q 1/q
(3.2) < K(1,a,b, 0){ /0 e PP )day g /O g ()

Proof. By Holder’s inequality with weight (see [12]) and (2.2), (2.3), we have
= f(@)g(y)
dxd
/0 /0 (@ +ay) (@ + by )@ ey 2
[ere} [e%} 1 1-2X 1—2X2
x q y P
= dxd
/ / (2 + ay™) (2> + by?) (@ + ey)? [y% f(x)][x%g(y)] ray
2120 (= 1) 221 )
P(x)dxzdy}»
/ /0 x/\—f—ay x/\—i—by )(x/\_*_cy,\)gf (117) T y}p
(1—2X\)(g—1),.2A—1
Y z 1
X{/ / (z? oz 9’ (y)dady}a

+ ayM) (x> + by?) (xr + cy?)
= ena 0 ) [l 00 gy
0 0

33) = KO 0 ey o [t gy

If (3.3) takes the form of the equality, then there exist constants A and B (without
loss of generality, suppose A # 0), such that they are not all zero and (see [12])

Ax(l_Q/\)(p_l)yz)‘_lfp(:v) = By(1_2’\)(q_1)x2>‘_1gq(y) a.e. in (0,00) x (0,00),

ie., AzP(1=22) fP(z) = By11-2Mg4(y) a.e. in (0,00) x (0,00), thus there exist a
constant C, such that

AzPU=2N P(z) = BydP*Vgd(y) = C  a.e. in (0,00) x (0, 00).

Hence zP(1=2M =1 fp(z) = f , which contradicts the fact that
0< fo xP(I=20=1 £p(1)dx < co. Hence (3.3) takes the form of strict inequality. So
we have (3.1).

To prove the best constant factor, for 0 < € < 1, setting

2 @5 zeloo), ~ o [ P 2 e[l 00),
(3.4) flx)= { 0, ze0,1), g(x) = { 0, x €[0,1),
then

/Oo xp(l—?)\)—lfp($)dm — /Oo 21(1=2X)— gl (z)dxr = /Oo 72—+ qr = 1

0 0 1 €
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For 6 = (X, a,b,c) € R%(a,b,c is not equal each other ), assume that the constant
factor K(#) in (3.1) is not the best possible. Then there exists a positive number &
with k < K (0), such that (3.1) is still valid if K (6) is substituted by k. In particular,
by (2.5), we obtain

B e F(2)§(y)dad
K(0) +o(1) = 5/0 /0 (@ +ayxféxig_£ygyx)(ix T cy)2

< €k{/oo xp(1—2/\)—1fp(x)dx}1/p{/oo ya =20 =150 () gl /e =
0 0

thus K (0) < k when ¢ — 07, which contradicts the hypothesis of k < K (6). Hence
the constant factor K () in (3.1) is the best possible for all the 6 which satisfied
the conditions. O

Theorem 3.2. Under the same conditions of Theorem 3.1. we have

OO 2Ap—1 > f(x)dz p
/o v (/o @ T a4 )@ ) Y

(3.5) < KP(6) /OO aPA=20=1 P (3) do,
0

where the constant factor KP(0) is the best possible. And inequality (3.1) is equiva-
lent to (3.5). In particular, taking A =1, we have
(3.6)

a1y [T f(z)dx * 1
/o v (/0 (x+ay)(z+by)(:c+cy)2)pdy<Kp(1’a’b’c)/0 wrif’ (@),

and inequality (3.6) is equivalent to (3.2).

Proof. For x € (0,00),n € N, setting a bounded measurable function [f(z)], as

o fl@) <5
(3.7) [f@)]n=4q fl@), 5 <flz)<n,
n, f(z) >n.
Setting
22p—1 " L)ln p—1 1 .
(3.8) gn(y) =y* (L (@ + ay)‘)(xg‘f—(k l),]yA)(xA n Cy)\)de) (y € (ﬁ,n)),
f(x)

(39)  gly) =y / N : a2 (y € (0, 00).

2+ ay?) (@ + by?) (a2 + cyt)?

Then, there exists ng € N, for n > ng, [1 #P02V7L[f(@)Edz > 0, 0 <

n
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J1y11=2N=1ga (y)dy < oo, and

0 < /yq“‘z”‘lgi{(y)dy

1

3

ot [ [ (@)]ads
v (/ & T o) + by @+ P

n F(@)]nga() .
/1 @ T ag) (@ + by )@ a2

)P dy

AN
c— o T T

(3.10)

oo

Y1 g1y dy

o f(2)de

P e FE e
[ J(x)g(y)

(3.11) = b P ran@ e e

, we obtain

By (3. 10) and (3.1

~—

y?1 =20 =1 g4 () dy

:\H\

(3.12) < K(G){/n 2P

1

“’””Wf(x)]ﬁdx}”p{/n y?(1 207l (1) dy 9 < oo,
1

Hence

0<{ [ gy < KO) / a0 () e} 7 < o,

1

Letting n — oo, we have 0 < [~ y?1=2)~1g4(y)dy < oo.

527

Similar to the above deduction, applymg (3.11) and (3.1) with f(z), g(y), we

have

B13) {0 < KO [0 @ e < o,
0

0

and we get (3.5) by (3.11) and (3.13).
For p > 1, by Holder’s inequality, we find

Rl f(z)g(y)
/o / @ )@ + )@ e W
> 1 [ x)dx 1
- / (P / WMyA)(m{(jbyA)(mAHW)(yp 2 g(y))dy

230-1( f(x)dx Pyt
(3.14) <{/ ' / @ )@+ )@+ ) W

><{/ Y10 =201 (y)dy} 7.
0
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If (3.5) is valid, then (3.1) is correct by (3.14). Thus (3.1) is equivalent to (3.5).
Assuming that the constant factor K?(0) in (3.5) is not the best possible, by

(3.14), we may get a contradiction that the constant factor K () in (3.1) is not the

best possible. This completes the proof. O

4. The reverse forms

1 1
Theorem 4.1. Ifp<0or0<p<1l,-+4-=1,0=()\a,bc) € R}, a,b,c is not

equal each other, K(0) is taken as the definition of (2.3), f(x),g(x) > 0 such that
0< [oFaPA=2N=1 fP(z)dz < 00 and 0 < [;° y?1=2N~1g4(z)dx < oo, then

[ f(x)g(y)
/o / @ T a) @+ by @ e

(@) S KO e [ et ey,
0 0
where the constant factor K(0) is the best possible. In particular, taking A = 1, we
have
/ / f(=@)g(y) _dady
o Jo (z+ay)(z+by)(z+cy)
< 1 <1
(4.2) > K(1,a,b, c){/0 xpﬂf”(x)d:c}l/l’{/o xqﬂgq(x)dx}l/q.

Proof. By p < 0or 0 < p < 1, similar to the formulation of (3.3), applying
the reverse Holder’s inequality with weight (see [12]), we have the reverse strict
inequality as follows

o oo f(2)g(v)
/o / @ ay )@ + by )@ )R

> [ nlan0)e 0 @) [y, 00 ) )
0 0

(43) =KOU[ 20 ey o [t gy

Thus (4.1) is valid. Suppose there exist a positive number Ky > K(6), such that
(4.1) is still valid that K(0) is instead of Ky. In particular, (4.1) is valid for the

function f(x),g(y) which is defined by (3.4), combining (2.5), we have

I f(@)3(y)dady
K(0) +o(1) = 5/0 /o (@ + ag) (@ + by (@ + )2

> EKo{/ :cp“‘”)‘lf%)dx}l“’{/ 210=20 =150 (2 4211/ = f¢,
0 0
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thus K (0) > Ko, when ¢ — 0%. Hence Ky = K(6) and the constant factor K () in
(4.1) is the best possible. O

Theorem 4.2. Under the same conditions of Theorem 4.1. we have
(i) for p <0,

>~ 22p—1 > f(z)dx p
L errane s T

(4.4) < K?(0) / T =201 (0
0

where the constant factor KP(0) is the best possible, and (4.1) is equivalent to (4.4);
(ii) for 0 <p < 1,

>~ 22p—1 > f(z)dx p
L errane s e

(4.5) > KP(6) /OO aPA=20=1 1P () e,
0

where the constant factor KP(0) is the best possible, and (4.1) is equivalent to (4.5).

Proof. For p < 0 or 0 < p < 1, by the reverse Holder’s inequality, we get

e f(x)g(y)
/o / @ T a) @ + )@ e W

[ o [T f(z)dx 1_
—/0 (yz)\ ”/0 (m*+ay)‘)(x>‘+byA)(ac>‘+cy)‘)2)(yp 2A9(2U)>dy
<, p—1 o x)dx » 1
I A e R e e Tz e DO

° _ _ 1
x{ / y10=2-1 g4y gy 1§
0

Setting [f(z)], and g, (y) as the definition of (3.7) and (3.8), then, there exists ng €
N, for n = ng, [ 2?2071 f(2)]Pdr > 0 and 0 < [1 391201 g4 (y)dy < cc.
(i) For p < 0, by (3.10) and (4.1), we obtain

0 > /1yq‘1‘2”‘lg%(y)dy

47 > KO /

1
n

x”“’z”’l[f(w)]ﬁdﬂf}”p{/l y? =20 g () dy} T > 0.
Hence

o> { [y I gt > KO [ 2 pa) ey >0

1
n
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SO

n

(4.8) / y gl (y)dy < K”(9)/ PV f (@) de < oo,

Letting n — oo, we have 0 < fooo y?1=20=1g4(4)dy < co. By the same deduction,
applying (3.11) and (4.1) with f(x), g(y), we have

o0 o0
/ y gl (y)dy < K”(9)/ 2P U2V () d,
0 0

combining (3.11), we get (4.4) for p < 0.

Suppose that (4.4) is valid. By (4.6), (4.1) is correct for p < 0. Thus (4.1) is
equivalent to (4.4).

If the constant factor K?(6) in (4.4) is not the best possible, then by (4.6)
(p < 0), we may get a contradiction that the constant factor k(6) in (4.1) is not the
best possible.

(i) For 0 < p < 1, suppose that (4.5) is valid. By (4.6) , (4.1) is valid too.

Assume that (4.1) is valid. If [~ y?1=22)=1g9(y)dy = oo, then by (3.11) and
Jo T aPU=201 () d < oo, we get (4.5); if 0 < [y 2V 1g9(y)dy < oo, then
by (3.11) and (4.1), we have
(4.9)

/ yq“‘“)‘lgq(y)dy>K(9){/ w”“‘”)‘lfp(x)dw}%{/ Y10 () dy o
0 0 0

Thus

/ y g (y)dy > Kp(f))/ 22T () d
0 0

By (3.11), the inequality above turns into (4.5). Hence (4.1) is equivalent to (4.5).

If the constant factor K?(6) in (4.5) is not the best possible, then by (4.6)
(0 < p < 1), we may get a contradiction that the constant factor K(6) in (4.1) is
not the best possible. (Il

zIn(c/x)
(z — )%’

. o1 1 h(b) — h(a)
K(\aa0) = lmK(@)=limJ[m—vr—s+ = — ]
1 ") — 1 _ (a+c¢) 1n(a/c)7 2 )
)\[h() (a—c)z] )\(a—c)Q[a—c (a—i—c)]( # a);

b b+a In(b/a)

Remarks. (i) Setting h(z) = we have

KX a,b,0) = lim KX a,b,¢) = A(b— a)2[ 2 boa) P
. 1
K()\,a,a,a) = l}gri K()\7a,b,a) = 6Aa2'
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Taking A = 1, we obtain the following inequalities by (3.1)

e f(x)g(y)
/o / @t ay) (e + ) W

(4.10) < K(La,a,c){/ooo xpﬂlfp(x)dx}l/p{/ooo

R e f(x)g(y)
/o / (@t ay)a+ b)Y

(4.11) <K(La,b,a){/0 ilfp(:c)dm}l/”{/o x;ng(m)dm}l/Q;

1
zatl g% (@)da}t/

(4.12)
h “Mw AV P(z)dx}/P 1 U(z)da} 9
/0 /0 (x+ay)4d dy < 6a2{/o ot d" (@)} {/o —arr 97 (@)dz} e

(ii) The kernel of (3.2) is the homogeneous of —4—degree, it is a new Hilbert-
type integral inequality with the best constant factor, and (3.1) can be taken as
the best extension of (3.2). Similarly, (3.1) can be taken as the best extension of
(4.10)-(4.12).

(iii) Taking the parameter p = ¢ = 2,a = 1, we get (1.5) by (4.12), thus (3.1) is
the best extension of (1.5) with multi-parameter.
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