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Abstract— We consider the problem of optimizing
the performance of a system with resources shared by
non-cooperative users. The worst-cast ratio between
the cost of a Nash equilibrium and the optimal cost,
called Price of Anarchy, is investigated. It measures
the performance degradation due to the users' selfish
behavior. As the objective function of the optimization
problem, we are concerned in a load balancing
measure, which is different from that used in the
previous works. Also we consider the Stackelberg
scheduling which can assign a fraction of the users to
resources while the remaining users are free to act in a
selfish manner.

Index Terms— Nash equilibrium, load balancing,
Price of Anarchy.

1. INTRODUCTION

In large-scale communication networks, for
example, the Internet, there is no central authority to
control the allocation of shared resources. So the users
of the network sharing the resources are free to act due
to their private interest. Such systems with non-
cooperative users have already been studied in the
early 1950s in the context of road traffic systems [14].
In computer science, this kind of systems have
become increasingly important. This can be modeled
by a non-cooperative game and it is needed game-
theoretic concepts such as Nash equilibria.

The performance of a system can be evaluated
through several measures. In particular, we focus on
the load balancing measure. It measures how evenly
the load is spread over resources. It is well-known that
Nash equilibria lead to inefficient system performance.
The Price of Anarchy was introduced in [9] to qualify
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the performance degradation according to the users'
selfish behavior. It is the worst-case ratio of the cost of
a Nash equilibrium to the optimal cost.

In many systems, a fraction of the users are willing
to follow a strategy suggested by the system manager,
which leads to a mixture situation of selfishly
controlled and centrally controlled users. For this
setting, Korilis et.al [8] introduced the notion of
Stackelberg scheduling. In Stackelberg scheduling, a
central authority coordinates a fixed fraction of users
and assigns them to minimize the performance
degradation due to the selfish behavior of the
remaining users.

II. Related Work

Koutsoupias and Papadimitriou [9] introduced a
simple network model consisting of a single source
and a single destination which are connected by
parallel links. Each of agents sends a particular
amount of traffic along a link from the source to the
destination. The traffics are unsplittable, also called
atomic. Associated with each link is a capacity
representing the rate at which the link processes load
of traffics. So the latency functions are linear. Also as
a global objective function, usually coined as social
cost, they considered the maximum latency of agents.
Inspired by their work, there have been many
researches [1, 2, 5, 7, 10] to analyze the Price of
Anarchy in atomic model, which mostly deal with
the total latency of agents.

The model in which the traffics can be split into
arbitrary pieces, called non-atomic, have already
been studied in the 1950's [14]. Recently,
Roughgarden and Tardos [13] re-investigated this
model. In particular, Roughgarden [12] proved that it
is NP-hard to compute an optimal Stackelberg
schedule and investigated the Price of Anarchy of
Stackelberg scheduling algorithms. Also there are
recent papers [6, 11] to extend the results of [12] in
several directions.

In this paper, we focus on the non-atomic model.
Also as a global objective function, we consider a
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load balancing measure. The load balancing is one of
the important optimization problems and has been
extensively studied [3, 4]. We will adopt the L,
norm of loads used in load balancing literature. It is a
significant difference from the previous results.

II1. Model

We have a set M of m machines on which jobs
are allocated. Given a positive rare r of job arrivals,
an assignment of jobs to machines is an m-vector
x€R™ such that X%, x;=r . Here ecach
x; represents the load of jobs assigned on machine i.
Each machine i has a latency function £;(-) that
estimates a load-dependent time 1o execute a job. We
assume that each latency function is nonnegative,
continuous, and nondecreasing. In particular, we will
deal with a linear latency function #;(x;) = a;x;. It
means that a latency on a machine is proportional to
its load. Also we note that all jobs assigned to the
same machine experience the same latency. In other
words, we can imagine that the machines execute the
jobs in round-robin. In this paper, as the cost of an
assighment x, we are concerned in a load balancing
measure, particularly, C(x) =¥, x, which is the
L, norm of the assignment x.

First, let us consider an optimal assignment x* in
the norm L. Specifically, the optimal assignment x*
minimizes the cost C(x) such that Y2, x; = r. Here
we can obtain an explicit representation of x” in the
following lemma. It states the optimal assignment
distributes the loads equally to machines.

Lemma 1 [f x* is an assignment to minimize
COx) = XL, x!, then x{ = L, vi.

IV. Selfish Assignment

The jobs are generated and voluntarily assigned to
machines by selfish agents, each of who seeks to
minimize the latency of her job. Under this
assumption, we consider the stable state or the
equilibrium of assignments of jobs; in this state, no job
can strictly decrease the latency it experiences by
changing machines. Specifically, an assignment x to
M is said to be at Nash equilibrium or a Nash
assignment if for any i,j €M with x;,x; >0,
£:4x;) = fj(xj). Denote a Nash assignment by
xN = (x, -, xN). Then we can explicitly get a Nash
assignment xV,

Lemma 2 If xV is a Nash assignment, that is,
2,(x) = £(x;). Vi, j,then

Proof: Let £ be the equal latency of the Nash
assignment xV, that is, L= ax =ax) ==
amxh . Then, x =§,Vi Since Y, xN=r,
1
L3R, =7 Thus,
i

T

m 1’
i=1g;

L=

Consequently, the Nash assignment xV is given
from the explicit representation of L.

V. Price of Anarchy

In this section, we will estimate the Price of
Anarchy (PoA), which is the worst-case ratio between
the cost of a Nash assignment and that of the optimal
assignment. First, we present an upper bound on Po4
which depends on the number of machines or the
latency functions. Also a lower bound is obtained to
show that the dependence on the number of machines
is necessary.

Theorem 1 For m machines with
functions £;(x;) = a;x;, a3 < - <y,

latency

C(xN)

PoA = D)

14
< min {mp~%, (%)},

a

Proof: In the previous sections, the optimal
assignment x* and the Nash assignment xV are
revealed. From Lemma 1, the cost of the optimal

@) =
1=10n mp-1"

Also the cost of the Nash assignment, from Lemma 2,
is given as follows:

C(XN) = ﬁ1 (aii)p <§:T_nr—1)p =

i:1§i

P Zm ( N )D
(Z’n __L)p =i/ -
i=1gq;

assignment, C(x"), is given by

Thus the PoA is upper bounded as
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coty _ e ()

C(x*) - (Z{’;lail)p < mp—l.

The last inequality is valid from the Cauchy-
Schwartz inequality. Also from the equality, we can
derive another upper bound as follows:

ey _ ™)

= ()’
cx?) = mp(ai)” ai/’

m

because a; < - < ay,.

Next, we will show that PoA is not independent of
the number of machines.

Theorem 2 There is an instance of m machines

P
such that PoA > mz—p.

Proof: The mmachines have latency functions
€;(x;) = a;x;, where a, = a, == a, =1.
From the proof of Theorem 1

poa=mt 3 G /(e

1
m-1’

Thus, for the instance,

Pod — mP~H{(m — )P + (m - 1)}

2°(m —1)P
mPt 1, m \p-1 mp?
= tw (m - 1) Z

VI. Stackelberg Scheduling

In this section, we investigate the situation in which
a fraction of jobs, denoted by a, is centrally
controlled. After the centrally controlled jobs are
assigned to machines, the remaining jobs are assigned
in a non-cooperative and selfish manner to result in a
stable state. We will assign the centrally controlled
jobs to machines in order to improve on the PoA.
This assignment is referred to as Stackelberg
scheduling.

Assume that a; < --- <a,, and let an integer

k = 0 be such that %S a < % We consider a
Stackelberg

scheduling strategy § with an

assignment x°. In §, the %—fraction of the jobs are
assigned to the machines m —k + 1,..,m as in the
optimal assignment, that is, x; = o fori=m-—k+
1, ..., m. The remaining jobs are selfishly assigned.

First, we show that the remaining jobs are selfishly
assigned only to machines 1,..,m—k after the

%—fraction of the jobs are assigned to the machines
m—k+1,..,m

Lemma 3 For any k(1<k<m), in the
Stackelberg scheduling strategy S, if the %—rate of
jobs are assigned to each of machines i, m—k +

1 < i < m, then the selfishly behaved remaining jobs
are assigned only to machines i, 1 <i<m—k.

Proof: Let v=m —k + 1. Then we see that the
latency €;(x;) of machine i, v <i < m, is given by
a;-=. Assume that there are only machines i,
1<i<v-1, for the remaining (1 - £)r —rate of
jobs. Then since they selfishly behave, there is an L
such that £L = ayx; = -+ = a,_1%,_4. Thus,

-1
L=(1-5r /Y 2

since Y71 x; = (1 —£)r. So it is sufficient to show
m.

that £ < 2¥, because the lowest latency of machines i,

v<i<m,is £ It holds since

Here we can estimate the PoA of the assignment
produced by the Stackelberg scheduling strategy §.

Theorem 3 For the Stackelberg scheduling strategy
S on m machines with latency functions €;(x;) =
a;x;, a; < < a,,, and for the integer k (0 < k <

k k+1
m) such that = < a < =2,

<

m

1 if k=m.

Proof: When k = m, it is obvious. So we assume
that 0<k<m. In §, the “-rate of jobs are

assigned to each of machines i, m—k+1<i<m.

min {(m - k)p'l,% + (1 - —k—) (a’;‘—;")p} ifo<k<m,
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From Lemma 3, the remaining (1 - %)r —rate of jobs

are selfishly assigned only to machines i, 0 <i <
k

§ _ 1 (-pr

L _ai m-k1 ?
=1 ai

m—k. So we can see that x for

0 <i<m-—k. Thus,

p((1-5)\'
PG 2 () ()
=1 al-

PoA =

rp
mb—1
Al T e
m m
=1+22((m—-kP - 1)
<(m-kp1

m

Also from the above equation, we obtain another
upper bound as follows:

PoA=X4+ 0 (i)”

( tﬁ_ki)p i=1 a;
\ =L ag
—1(,_k\P
= % " (7:1 pk)p((lamjzi)k)p (m =k (f;)p
= G () (e
Sy e
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