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Abstract. We consider facility layout problems, where mn facility units are assigned into mn cells. These cells 
are arranged into a rectangular pattern with m rows and n columns. In order to solve this cell type facility layout 
problem, many approximation algorithms with improved local search methods were studied because it was quite 
difficult to find exact optimum of such problem in case of large size problem. In this paper, new algorithms 
based on Simulated Annealing (SA) method with two neighborhood generation methods are proposed. The new 
neighborhood generation method adopts the exchanging operation of facility units in accordance with adjacent 
preference. For evaluating the performance of the neighborhood generation method, three algorithms, previous 
SA algorithm with random 2-opt neighborhood generation method, the SA-based algorithm with the new 
neighborhood generation method (SA1) and the SA-based algorithm with probabilistic selection of random 2-opt 
and the new neighborhood generation method (SA2), are developed and compared by experiment of solving 
same example problem. In case of numeric examples with problem type 1 (the optimum layout is given), SA1 
algorithm could find excellent layout than other algorithms. However, in case of problem type 2 (random-
prepared and optimum-unknown problem), SA2 was excellent more than other algorithms. 
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1. INTRODUCTION 

Facility layout problems are classified into “equal-
size facility type” and “unequal-size facility type.” The 
size (area) of all facility units is equal in the problem of 
equal-size type, and, the size of facility unit is different 
in the case of unequal-size type. As other classification, 

there are “equal-shape type” and “unequal-shape type.” 
In the case of equal size and equal shape type, the facili-
ty layout problem can be represented as quadratic as-
signment problem (QAP) (Koopmans and Beckman, 
1957; Burkard, 1984; Golany and Rosenblatt, 1989; 
Lacksonen and Enscore Jr., 1993). The complexity of 
the approach is lower than unequal-size and unequal-
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shape type. However, if the number of units becomes 
large, it is impossible to obtain the exact solution. Then, 
various approaches based on heuristic methods are pro-
posed at present. 

Generally, in the facility layout problem, minimize-
tion of total cost or total time of material flow is used in 
the objective function, it depends on distance between 
facility units. On the other hand, satisfaction or good-
ness of closeness between pairs of facility units is ado-
pted as the criterion for evaluation of layout plans (Fo-
ulds, 1983; Houshayar and White, 1993). Using both, 
there are studies as multi criteria (or multi goal) facility 
layout problems (Rosenblatt, 1979; Dutta and Sahu, 1982; 
Fortenberry and Cox, 1985; Urban, 1987; Harmonosky 
and Tothero, 1992). 

In this paper, we consider facility layout problems, 
where mn facility units (machines) are assigned into mn 
cells. These cells are arranged into a rectangular pattern 
with m rows and n columns. And, as the objective func-
tion, we consider material handling cost and adjacent 
factors between machines. In these facility layout prob-
lems, we aim to obtain the layout of machines, which 
has the minimum objective value, namely the optimal 
layout. To solve such problems, the algorithm based on 
genetic algorithm (GA) and tabu search (TS) had been 
proposed (Suzuki et al., 2005). 

The purpose of this paper is to propose a new algo-
rithm for obtaining pseudo-optimal solutions in the 
above-mentioned facility layout problem. Our algorithm 
is based on Simulated Annealing (SA) method (Kirkpa-
trick et al., 1983). We conducted a numerical experiment 
to evaluate the performance of the algorithm. As a result, 
we could get better solution than the existing method 
and find out our proposed algorithm is effective. 

2. THE CELL TYPE FACILITY LAYOUT 
PROBL EM 

The facility layout problem considered in this paper 
is represented as the 2-dimensional layout problem to 
assign the mn facility units into the mn cells (m rows and 
n columns) as shown in Figure 1, where each facility 
unit must be assigned into one cell and just one facility 
unit must be assigned into each cell (The “cell” doesn’t 
mean the cell in cellular manufacturing systems). The 
cell on i-th row and j-th column is called as Cell (i, j). In 
this problem, the layout plans are evaluated by material 
handling cost and adjacent factor between facility units.  

Before stating our considered facility layout prob-
lem, we define the following notations. 

 
For 1, 2, ,i m= L  and 1, 2, ,j n= L  

( , )p i j : Facility unit No. assigned to Cell(i, j), where i 
means row number of the cell and j column 
number 

 
If facility unit k is assigned to Cell(i, j), then ( , ) .p i j k=  

Let P be mn dimension vector, ( (1, 1), (1, 2), ( , )).p p p m nL  
 

For 1 1, 2, ,i m= L , 
2 1, 2, ,i m= L , 1 1, 2, ,j n= L , 

2 1, 2, ,j n= L , 
1 1 2 2(( , ), ( , ))D i j i j : distance between Cell 1 1( , )i j and 

Cell 2 2( , )i j . 
 

For 1 1, 2, ,k m= L , 
2 1, 2, ,k m= L  

1 2( , )F k k : material handling cost per unit distance 
from Facility unit 1k to Facility unit 2 .k  

1 2( , )G k k : adjacent factor between Facility units 1k  
and 2k , if Facility units 1k  and 2k  are 
adjacent to each other 1 2( , ) 0,G k k = other-
wise 1 2( , ) 0G k k > .  

 
In this paper, “Facility units 1k  and 2k  are adja-

cent” means that Facility unit 1k  is assigned to one of 
Cell (i-1, j), Cell (i, j-1), Cell (i+1, j) and Cell (i, j+1), if 
Facility unit 2k  is assigned to Cell (i, j) ( 2 1i m≤ ≤ −  
and 2 1j n≤ ≤ − ), as shown in Figure 2. We neglect 
Cell (i, j)s for I < 1, m < i , j < 1, or n < j. 
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Figure 1. Layout of cells. 
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Figure 2. Definition of adjacency. 

 
Note that the layout plan is fixed if mn dimensional 

vector P is given. So, we call mn dimension vector P 
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“layout P” in the latter discussion. 
By using the above-mentioned notations, our con-

sidered objective function ( )I P  are expressed as fol-
lows. 

 
(

)
1 2 1 2

1 1 2 2 1 1 2 2
1 1 1 1

1 1 2 2

( ) ( ( , ), ( , )) (( , ),( , ))

( ( , ), ( , ))

m m n n

i i j j
I P F p i j p i j D i j i j

G p i j p i j
= = = =

=

+

∑∑∑∑     (1) 

 
You may change the weights of total material han-

dling cost and total adjacent factor by all material han-
dling costs ( )F s⋅ and adjacent factors ( )G s⋅ between 
facility units. 

 
Then, we aim to find the facility layout *P such that 

 
( *) min( ( ))

P
I P I P=  

 
in our considered facility layout problem. 

3. THE PROPOSED ALGORITHM 

In this section, we explain our proposed algorithm 
in detail. Our proposed algorithm is based on SA and 
our original idea is in the neighborhood creating proce-
dure used in SA. First, we describe the neighborhood 
creating procedure in section 3.1 and then outline of our 
proposed algorithm in section 3.2. 

3.1 Neighborhood creating procedure 

First, for 1 2k k≠ , 1 1, 2, ,k mn= L , 2 1, 2, ,k mn= L , ad-
jacent preference value 1 2( , )v k k  is defined as  

 
1 2 1 2 2 1 1 2 2 1( , ) ( , ) ( , ) ( , ) ( , )v k k F k k F k k G k k G k k= + + +  (12) 

  
where 1k  and 2k  are Facility unit numbers.  

  
If 

1 2( , )v k k  is larger than others, Facility unit 
1k  

should be assigned into the adjacent cell of Facility unit 
2k . This is the local preferable assignment, not global. 

However, we aim to get the optimal or good layout by 
the build-up of 2 facility units with large adjacent prefe-
rence value. By using this adjacent preference value, we 
describe our proposed neighborhood creating procedure 
in the following. Now, we get layout P as a temporary 
layout. 

 
<STEP 1> 
Select one cell randomly. We let this cell be Cell ( , )i j , 
where 2 1i m≤ ≤ − and 2 1j n≤ ≤ − . Then, note that 
the number of adjacent facility units is 4. 

 
<STEP 2> 
Obtain adjacent preference value of ( ( , ), )v p i j l  for l =  
1, 2, , mnL  and ( , )l p i j≠ , where we suppose  

1 2 3 1( ( , ), ) ( ( , ), ) ( ( , ), ) ( ( , ), )mnv p i j l v p i j l v p i j l v p i j l −≥ ≥ ≥ ≥L  
 
That is, 

il  is the facility unit number with i-th 
largest adjacent preference value. 

 
<STEP 3> 
Select 4 Facility units 

1 2 3, ,l l l  and 
4l , and we assign 

these 4 Facility units into 4 cells adjacent to Cell ( , )i j . 
After that, we get the objective function value in the 
new (temporary) layout. As there are 4! ways of assign-
ing these 4 Facility units around Cell ( , )i j , we have to 
check the objective function values in all 4! cases.  

 
<STEP 4> 
As a current solution, select a layout with the best objec-
tive function value out of these 4! values. 

 
Remarks: At STEP1, when a cell is selected except the 

above, that is, a cell on the edge of rectangle, 
the cell has only 2 or 3 cells as the neighbor-
hood cells, we can select the current solution 
with the similar manner. 

 
By using the example as shown in Figures 3 and 4, we 
demonstrate our proposed neighborhood creating proce-
dure described in the above. 
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Figure 3. Example of the selected facility unit and four 

adjacent facility units. 
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Figure 4. Example of created neighborhood by using 

proposed method. 
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<STEP 1> 
At this STEP, we select one cell randomly and the se-
lected cell is supposed to be Cell(2, 3), where Facility 
unit 6 is assigned as shown in Figure 3. 

 
<STEP 2> 
As (2,3) 6p = , we obtain adjacent preference values of 

(6, )v l  for 1, 2, , 16l = L  and 6l ≠ . As a result, we sup-
pose 
 

(6,3) (6,10) (6,8) (6,7)v v> > > >L That is 
1 3l = , 

2 10l = , 
3 8l =  and 

4 7l =  
 

<STEP 3> 
From the results of STEP 2, Facility units 3, 10, 8 and 
7 are selected to be assigned into adjacent cells of Cell(2, 
3). In Figure 4, Facility units 4, 11, 14 and 16 at adja-
cent cells of Cell(2, 3) are exchanged with Facility units 
3, 7, 8, 10. By using enumeration of assignment of Fa-
cility units 3, 7, 8 and 10 into Cells(1, 3), (2, 2), (2, 4) 
and (3, 3), 4! new (temporary) layout alternatives can be 
created as neighborhood of current layout in Figure 3. 
One of the new layouts is shown in Figure 4. 

 
<STEP 4> 
Select the best one of the layouts with the smallest ob-
jective function value from 4! layout alternatives created 
in STEP3 and adopt it as the updated current solution.  

3.2 The proposed algorithm 

In this section, three algorithms are explained. The 
first (as “SA algorithm”) is the algorithm based on SA 
(Kirkpatrick et al., 1983) with random 2-opt operation 
as the neighborhood generation procedure. The second 
algorithm (as “SA1 algorithm”) is also based on SA but 
uses the procedure described at section 3.1 as the neigh-
borhood generation procedure. The third algorithm (as 
“SA2 algorithm”) is also based on SA, but uses 2 proce-
dures in SA and SA1, which are chosen with a given 
probability, as the neighborhood generation procedure. 
These algorithms are explained as follows:  

 
SA algorithm (as shown in Figure 5): 

Step1: Initialize the temperature value. 
Step2: Create the initial solution (the initial layout) 

and set it as the current solution. 
Step3: If the terminate condition holds (the counter of 

created solution arrives at the maximum val-
ue), output the best solution and terminate this 
algorithm, otherwise, go to Step4. 

Step4: Create neighborhood of the current solution by 
using random 2-opt operation and select the 
best neighborhood. 

Step5: Determine the acceptance or rejection opera-
tion according to acceptance probability. When 
acceptance, go to Step6, otherwise go to Step7.  

 

Create neighborhood 
by using randomized 2

Update the current solution

Output the best solution

End

Start

Initialize a temperature

Accept the best neighborhood?

Cooling

Terminate?

Create neighborhood 
Output the best solution

End

Cooling

Create the initial solution and set it as the current solution 

Create neighborhood 

End

Cooling

Create neighborhood 
by using randomized 2-opt

End

Cooling

Terminate?

Create neighborhood 

End

Cooling

Create neighborhood 

No
Yes

End

Cooling

Yes
No

 
Figure 5. SA algorithm. 
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Step6: Update the current solution. 
Step7: If iteration counter arrives the maximum value 

of iteration, set new temperature by cooling 
ratio and reset the iteration counter. Otherwise, 
returns to Step3. 

 
SA1 and SA2 algorithms are the same as SA algo-

rithm except Step4. Step4 in SA1 and SA2 are described 
in the following. 

 
SA1 algorithm  

Step4: Create neighborhood of the current solution by 
using Neighborhood generation method de-
scribed in section 3.1 and select the best 
neighborhood. 

 
SA2 algorithm 

Step4: Create neighborhood of the current solution by 
adjacent preference (AP) and randomized 2-
opt (R-2opt). The AP and R-2opt are chosen 
by probability and select the best neighbor-
hood. 

4. EVALUATIION OF THE ALGORITHM 

In this paper, we conducted numerical experiments 
to evaluate these three algorithms. The specification of 
computer used in the experiment is as follows. 

 
• CPU: Pentium IV (3.0GHz) 
• RAM: 512MB 
• Language: Microsoft Visual C++ Version 6.0 
• OS: Microsoft Windows XP 

4.1 Numeric example  

There are two kinds of problem solved in the expe-
riment. One is Problem type 1 (“optimum-known prob-
lem”) (Suzuki et al., 2004). the other is Problem type 2 
(“random-prepared and optimum-unknown problem”) 
(Suzuki et al., 2004).   

 
Problem type 1 is gotten by  
1) Deciding one layout 
2) Giving material handling costs and adjacent factors to 

layout according to present layout. Material handling 
costs between facility units look like network, be-
cause there is material flow only between neighbor-
ing facility units. So, we call this type of problem 
network flow data problem.  

 
Problem type 2 is gotten by  
1) Giving material handling costs and adjacent factors 

randomly. Material handling costs and adjacent fac-
tors between facility units are uneven, because there 
is Material handling costs or adjacent factor not only 
between neighboring facility units in the best layout. 

So, we call this type of problem type 2.  
 
All of the shape of layout area is square (m = n). 

The numbers of facility units are 64, 81, 100, 121, 144, 
169, 196, 225 (but, 121, 144, 169, 196, 225 are only in 
Problem type 1) as problem sizes. In their problems, we 
set the material handling cost and the adjacent factor 
with the following manner. First, we determine the per-
centage of their values being 0 and we call the percen-
tage sparse degree. The material handling costs and the 
adjacent factors set to 0 are selected randomly. The ma-
terial handling costs and the adjacent factors except 0 
are set randomly as the integer between 1 and 5. With 
the above procedure, we made 3 problems per problem 
size. Each problem was solved five times by each algo-
rithm. To compare with the existing studies, we set 
sparse degree to 97% when the number of facility unit is 
121, 144, 169, 196, 225 and 90% when the number of 
facility unit is 64, 81, 100. 

In this paper, we dealt with Problem type 1 and the 
Problem type 2 which were explained above. As the 
evaluation criteria, we used the mean of the objective 
function value (OFV), which is observed in a given ite-
ration number of calculation. 

4.2 Comparison of the result 

In this section, we explain the results of experi-
ments. Table 1 shows the mean of OFVs obtained by 
each algorithm at Problem type 1 and Table 2 shows 
them at Problem type 2. The underlined values in these 
tables indicate the best (lowest) one of means of OFVs 
from comparison of three alogrithms solving one prob-
lem. From Table 1, we recognized that SA1 was most 
effective for solving problems of Problem type 1. On the 
other hand, SA2 was the most efficient algorithm to 
solve problems of Problem type 2.  

It is shown, in Table 1, that SA1 is effective for 
solving the problem type 1. In the case of 100 and 121 
facility units problems, by using SA1, we could find the 
optimum solution at all five trials for problems No.1 and 
No.2. In larger size problems, SA1’s mean of objective 
function value was smaller than SA’s mean of OFV. 
These results are because of our proposed neighborhood 
generation method. Our method enables us to make lo-
cal optimum layout by introducing adjacent preference 
and it makes possible to get better OFV. 

Table 2 shows that SA2 is good for the problem 
type 2. This results from SA2 with merit of both of SA1 
and SA. In the problem type 2, every facility unit has 
material handling costs between many facility units, so, 
it becomes difficult to make local optimum layout, But 
SA1 algorithm obtains good local layout by making use 
of adjacent preference in SA2 algorithm and SA algo-
rithm enables us to remove bad local layouts as the cur-
rent layout. So, we guess we could get better mean of 
OFV than SA. 
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Table 1. The comparison of the mean of OFV in the case 
of solving Problem type 1 

mn Problem  
No. 

Mean of OFV 
SA SA1 SA2 

100 
1 5740 3600 3600 
2 5448 3600 3600 
3 5484 3792 4372 

121 
1 6444 4400 5360 
2 6032 4400 6756 
3 6072 5664 5716 

144 
1 8944 5924 6300 
2 7564 6060 6968 
3 8284 6844 7479 

169 
1 10200 6760 10520 
2 10600 7756 10128 
3 9700 7020 7620 

196 
1 12576 9168 13052 
2 13860 9108 13552 
3 14176 9308 13480 

225 
1 16944 12556 16928 
2 16376 11340 15816 
3 16672 10816 16228 

 
Table 2. The comparison of the mean of OFV in the case 

of solving Problem type 2 

mn Problem 
No.  

Mean of OFV 
SA SA1 SA2 

64 

1 57644 62732 57524 

2 57666 62446 57374 

3 57570 62764 57554 

81 

1 108438 120218 107774

2 108566 120428 107804

3 108692 120636 107828

100 

1 183220 215938 183384

2 183256 199492 182826

3 183622 199594 182818

5. CONCLUSION 

In this paper, we proposed the SA-based algorithms 
with the new neighborhood generation method by using 
adjacent preference and randomized 2-opt operation for 
solving the cell type facility layout problem. Within the 
results of our conducted experiment, we could get better 
solution with SA1 algorithm than the existing SA to 
solve Problem type 1 and with SA2 algorithm than the 

existing SA to solve Problem type 2 respectively. As the 
future work, we will develop the efficient algorithm for 
the problem which the number of facility unit is more 
than 225. Moreover, the effective algorithms are devel-
oped for multi-floor facility layout problem considering 
material handling cost and adjacent factors.  
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