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This paper focuses on the problem of scheduling wafer lots with limited waiting times between pairs of consec-
utive operations in a semiconductor wafer fabrication facility. For the problem of minimizing total tardiness of 
orders, we develop a priority rule‐based scheduling method in which a scheduling decision for an operation is 
made based on the states of workstations for the operation and its successor or predecessor operation. To eval-
uate performance of the suggested scheduling method, we perform simulation experiments using real factory da-
ta as well as randomly generated data sets. Results of the simulation experiments show that the suggested meth-
od performs better than a method suggested in other research and the one that has been used in practice.

Keywords: Scheduling, Semiconductor Wafer Fabrication, Waiting Time Limit, Tardiness

1. Introduction

We consider a scheduling problem in a semiconductor 
manufacturing system producing multiple product types 
according to customer orders. To survive in today’s com-
petitive business environments, manufacturers including 
those of semiconductor products should satisfy require-
ments of the customers in terms of quantity, quality and 
delivery. Especially in make to order systems, such as those 
producing system large scale integrated-circuit (LSI) pro-
ducts or application specific integrated-circuit (ASIC) pro-
ducts, meeting due dates is very important in maintain-
ing or increasing the competitiveness of the firm.

In general, the semiconductor manufacturing process is 

composed of four major stages, wafer fabrication, elec-
tronic die sorting (EDS), assembly, and final test. Among 
the four, wafer fabrication is the most complex and 
time-consuming, since it involves a complex sequence of 
processing steps with a large number of operations. In 
this paper, we focus on a scheduling problem in a sem-
iconductor wafer fabrication facility (fab) that produces 
multiple types of products to order, and develop an ef-
fective and efficient scheduling method to minimize total 
tardiness of orders.

An order for wafers is specified by the product (wafer) 
type, due date, and number of wafers to be produced. 
In wafer fabs, wafers are usually processed in a lot of 25 
wafers or less. A wafer lot is the basic processing and 
transfer unit, i.e., a set of wafers that are processed and 
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moved together. One or more wafer lots need to be 
processed for an order. An order is considered to be 
completed in the wafer fab, only if all wafer lots for 
the order have been completed. The due date of an order 
for wafers in the fab can be set by considering the due 
date of the order for the final products (semiconductor 
chips) associated with the wafers and the production 
lead time required for the other three stages, i.e., EDS, 
assembly, and final test.

There are two types of workstations in the fab, seri-
al-processing workstations and batch-processing workstations. 
In the former, wafer lots are processed individually, 
while multiple wafer lots can be processed simulta-
neously in batches in the latter type. However, for the 
wafer lots to be processed together on a batch-process-
ing machine, the product types of the lots and production 
specifications on the machine should be compatible. Such 
a group of lots with compatible specifications is called 
a wafer group in this study. Therefore, wafer lots in a 
wafer group can be processed together on a batch-proc-
essing machine. In general, wafers of the same product 
type may have different processing specifications even on 
the same workstation since wafer lots visit the same 
workstation multiple times and hence there may be wa-
fer lots (of the same wafer type) at different degrees of 
completion at the same workstation.

In the fab considered in this research, there is a time 
limit between the completion time of an operation for a 
wafer lot at a workstation and the start time of the 
subsequent operation for the wafer lot at the subsequent 
workstation for several pairs of workstations, such as 
pairs of workstations for deposition, diffusion, dry etch-
ing, metal, and wet etching. In other words, a wafer lot 
must be started at the downstream workstation within a 
certain time period after it is completed at the upstream 
workstation. If a lot cannot be started within the time 
period at the downstream workstation, it must be scrap-
ped or processed again at the upstream workstation be-
cause of chemical characteristics of the processes.

For example, after a cleaning operation for a wafer lot 
is completed on the wet chemical etching workstation, 
the next operation should be started within a certain 
time period on the diffusion workstation so that cleaned 
surfaces of the wafers do not get contaminated or natural 
oxidation does not occur. Such a time period is called 
the waiting time limit and such a constraint is called a 
limited waiting time constraint, in this paper. The lengths 
of these time periods may differ for different wafer lots 
according to their chemical characteristics or processing 
specifications. The managers of the system considered in 

this study think that it is very important but difficult to 
deal with these constraints effectively and that it is nec-
essary to develop an effective method for scheduling 
wafer lots in the fab that considers the waiting time 
constraints explicitly. 

In general, the fab scheduling problem is a dynamic 
version of the static job shop scheduling problem, which 
is proven to be NP-hard (Garey and Johnson, 1975). 
Furthermore, the fab scheduling problem with the lim-
ited waiting time constraints may be considered a gener-
alized version of the one without the constraints, and 
the former may be considered to be more difficult than 
the latter. In addition, if the lots that violate the limited 
waiting time constraints between two subsequent oper-
ations, these operations for the lots should be re-proc-
essed or new lots should be released into the fab, 
which makes the control of the fab more complicated 
and the scheduling problem more difficult.

There have been a number of research papers on sche-
duling problems in semiconductor wafer fabs, including 
those on lot release control problems and lot/batch 
scheduling problems as listed in <Table 1>. A large por-
tion of these studies employ priority rule-based schedul-
ing approaches. Among these, Kim et al. (1998a, 2001) 
present dispatching rules that are designed for fabs with 
low-volume and high-variety production settings for the 
objective of minimizing total tardiness of orders. There 
also have been studies on lot scheduling problems in 
batch processing machines/workstations, such as Glassey 
and W eng (1991), Gurnani et al. (1992), W eng and 
Leachman (1993), Chun and Hong (1996), and Fowler et 
al. (2000).

In addition, researchers give research results on sched-
uling problems in wafer fabs or other related problems. 
Kim et al. (2003), Min and Yih (2003), Upasani et al. 
(2006), and Sourirajan and Uzsoy (2007) propose vari-
ous methods for fab scheduling problems, and Kim et 
al. (2008) suggest order-lot matching algorithms to mini-
mize total tardiness of orders in a fab. Meanwhile, Lee 
et al. (2003) and Yildirim et al. (2006) suggest dis-
patching rules for scheduling problems in printed circuit 
board manufacturing systems, which have similar system 
characteristics to those of semiconductor manufacturing 
systems.

Scheduling problems with the limited waiting time 
constraints have been studied by several researchers in-
cluding Hodson et al. (1985), Johri (1993), Wikum et al. 
(1994), Yang and Chern (1995), Robinson and Giglio 
(1999), Scholl and Domaschke (2000), Su (2003), Chen 
and Yang (2006), Fondrevelle et al. (2006), Artigues et al. 
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Table 1. List of research papers on scheduling problems in semiconductor wafer fabs

Measures

Decisions

Lot release control
Lot scheduling

Based on priority (dispatching) rule Based on optimization 
modeling

Cycle time
Wein (1988)
Lu et al. (1994)
Lee et al. (2002)

Wein (1988)
Kumar (1994)
Lu et al. (1994)
Li et al. (1996)
Scholl and Domaschke (2000)*

Lee et al. (2002)

Workload/WIP 
balance Kim et al. (1998b) Kim et al. (1998b)

Duwayri et al. (2006) Kim et al. (2002)

Cost Liao et al. (1996)
Sloan and Shanthikumar (2002) Sloan and Shanthikumar (2002) Liao et al. (1996)

Setup Chern and Huang (2004)

Tardiness Kim et al. (1998a)
Kim et al. (2001)

Kim et al. (1998a)
Kim et al. (2001) Hung (1998)

Multi-criterion Hsieh et al. (2001)
Lee et al. (2002)

Hsieh et al. (2001)
Dabbas and Fowler (2003)

* Research paper in which the limited waiting time constraints are considered

(2006), Sheen and Liao (2007), Caumond and Lacomme 
(2008), and Joo and Kim (2009). Among these, Scholl 
and Domaschke (2000) suggest a scheduling algorithm for 
operations at the wet etching and diffusion workstations 
in semiconductor wafer fabs for the objective of minimi-
zing mean cycle time. However, to the best of our kno-
wledge, there has been no research on scheduling prob-
lems in wafer fabs with the limited waiting time con-
straints for the objective of minimizing total tardiness of 
orders.

In this paper, we suggest a scheduling method for a 
fab with limited waiting time constraint for the objective 
of minimizing total tardiness of orders. We assume that 
information such as the arrival times of orders and pro-
cessing times of the lots are given and deterministic, and 
we do not consider unexpected events such as arrivals 
of urgent orders and machine breakdowns in this study. 
We suggest a new scheduling policy to deal with the 
constraint effectively, and develop scheduling methods 
based on the new scheduling policy and an existing policy. 
We evaluate the performance of the scheduling methods 
through a simulation study. Throughout the paper, a lot 
or a batch of lots and an operation for a lot or a batch 
are said to be (waiting) time-constrained if the lot or 
the batch is located at one of a pair of workstations at 
which there is a limited waiting time constraint on the 
operations for the lot or batch.

2. Scheduling Policies

In this study, we consider two types of scheduling poli-
cies for time-constrained wafer lots, a successor-focused 
scheduling policy (SFSP) and an interdependent schedul-
ing policy (ISP). The SFSP is suggested by Scholl and 
Domaschke (2000) and may be considered a pull policy. 
Under the SFSP, scheduling decisions in a pair of work-
stations with a waiting time constraint are made based 
on, or with emphasis on, the downstream workstation of 
the pair, that is, a schedule at the downstream work-
station is obtained first, and then scheduling decisions at 
the predecessor (upstream workstation) are made accord-
ing to the schedule at the downstream workstation. At the 
upstream workstation, a time-constrained lot is scheduled 
in a way that it can be started at the downstream 
workstation at its scheduled time. Therefore, to make a 
scheduling decision at the downstream workstation, one 
needs to consider not only lots in the queue for the 
downstream workstation but also in the queue for the 
upstream workstation. 

Under the SFSP, time-constrained lots are pre-sched-
uled on the machines at the downstream workstation 
such that they can be started at the pre-scheduled time 
points when they are completed at the upstream workstation. 
Here, a wafer lot and a machine are said to be pre- 
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scheduled, if the lot is scheduled to be processed on 
the machine at a specific point of time in the future. 
Hence, a machine at the downstream workstation that is 
pre-scheduled for a time-constrained lot may have to idle 
and wait until the lot arrives at the downstream work-
station after it is completed at the upstream workstation 
although there are other lots that are available for the 
machine. This may result in unnecessary under-utiliza-
tion of the downstream workstation. In addition, if a time- 
constrained lot is pre-scheduled on a machine at the 
downstream workstation, it is to be scheduled on the 
machine as soon as it arrives at the downstream work-
station, although there are more urgent lots in the queue 
at the downstream workstation. See Scholl and Domaschke 
(2000) for more details of the SFSP.

Under the interdependent scheduling policy (ISP) de-
veloped in this research, scheduling decisions at each 
workstation are made based on the states of both work-
stations. Under the ISP, time-constrained lots are started 
at the upstream workstation in a way that prevents the 
waiting time constraints from being violated (too often) 
by using information on the states of both workstations. 
At the downstream workstation, non-time-constrained lots 
are started prior to time-constrained lots if it is found 
that the non-time-constrained lots are more urgent than 
the time-constrained lots. Therefore, unlike under the SFSP, 
neither of the two workstations has dominating influence 
on the schedules under the ISP, and schedules are gen-
erated based on up-to-date information of time-constrained 
and non-time-constrained lots.

Under both scheduling policies, lots are scheduled us-
ing the list scheduling method in this study. In the list 
scheduling method, when a machine becomes available, 
a lot with the highest priority, i.e., a lot with the small-
est priority value, is selected from those that can be 
processed on the machine, and the selected lot is sched-
uled on the machine. List scheduling methods are fre-
quently used in many real manufacturing systems, since 
it can be easily implemented and used in systems with 
complex material flow and under dynamic environment. 
Note that batching decisions should also be made at 
batch-processing workstations. In this study, priorities of 
the lots are computed by using ES/RW2, a priority rule 
suggested in Kim et al. (2001), under both policies. 

In ES/RW2, priorities of lots are determined based on 
the estimated slack time per remaining work. This rule 
is used in this study since it is reported that this rule 
works better than others for the objective of minimizing 
tardiness of orders (Kim et al. 2001). In ES/RW2, the 
priority of lot i at workstation k, πik, is computed as 

  πik      
 

       ∙  


   ∙ ,

where di is the due date of lot i (due date of the 
order associated with lot i),

li is the index of the lot with the least 
progress among lots in the order corre-
sponding to lot i,

Ri is the remaining work of lot i, which can 
be computed as Ri  

  , where 
K is the index of the last operation of 
lot i, 


 is the total waiting time of lot i until it 

is completed in the fab, 
t is the time when the scheduling decision 

is to be made, 
hi is the difference in remaining works of 

lot i and li, 

 is the number of lots with less progress 

than lot i among lots in the order asso-
ciated with lot i, 

pik is the processing time of lot i at work-
station k,

Pi is the total processing time for all oper-
ations of lot i, and

ω, δ are scheduling parameters that have to be 
predetermined.

Here,   is computed using average waiting time 
per layer, which can be estimated through a series of 
preliminary simulation runs. ES/RW2 may be considered 
as an improved version of the slack per remaining work 
rule proposed by Anderson and Nyirenda (1990). See 
Kim et al. (2001) for more details of ES/RW2.

In the fab considered in this study, there are limited 
waiting time constraints between seven pairs of work-
stations as given in <Table 2>, and there are no such 
constraints between any other pair of workstations. Note 
that the same type of operations may have to be per-
formed consecutively in some cases, and in this case, 
lots have to visit the same workstation consecutively. 
The workstation pairs (for upstream and downstream op-
erations) can be a serial-processing workstation and a 
serial-processing workstation, a serial-processing worksta-
tion and a batch-processing workstation, or a batch-proce-
ssing workstation and a batch-processing workstation. 
Note that there is no case in which the upstream work-
station is a batch-processing workstation and the down-
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Table 2. Workstation pairs with limited waiting 
time constraints

Upstream Downstream Type

Dry etching Dry etching serial-serial

Dry etching Wet etching serial-serial

Wet etching Dry etching serial-serial

Wet etching Metal serial-serial

Wet etching Deposition serial-batch

Wet etching Diffusion serial-batch

Diffusion Diffusion batch-batch

stream workstation is a serial-processing workstation. 
There may also be multiple upstream workstations for a 
downstream workstation, and multiple downstream work-
stations for an upstream workstation, because processing 
routes for different wafer lots (and for different layers 
of the same wafer lot) may differ in the fab considered 
in this study. Note that there are no limited waiting 
time constraints among three or more (consecutive) op-
erations in the fab considered in this research.

3. Scheduling Algorithms for the 
Interdependent Scheduling Policy

The interdependent scheduling policy (ISP) is developed 
for the purpose of scheduling not only time-constrained 
lots but also non-time-constrained lots, unlike other dis-
patching or priority rule-based scheduling policies in-
cluding Kim et al. (1998a) and Kim et al. (2001), in 
which limited waiting time constraints are not con-
sidered. Although Scholl and Dosmaschke (2000) consid-
er the limited waiting time constraints in fabs, they only 
consider a case in which time-constrained lots can be 
processed at the downstream workstations immediately af-
ter they are completed at the upstream workstations. In 
other words, the waiting time constraints of the lots are 
not considered in the priority rule at the upstream work-
stations and the time-constrained lots always have higher 
priority values than the non-time-constrained lots at the 
downstream workstations. 

In the interdependent scheduling policy (ISP), schedul-
ing decisions are made based on the current states as 
well as look-ahead information of both workstations re-
lated to the limited waiting time constraint. In the fol-
lowing, we describe scheduling algorithms used under 

the interdependent scheduling policy for the workstation 
pairs with the limited waiting time constraints.

Before we present the scheduling algorithms, we give 
the notation used for description of the algorithms.

i index of lots 
f index of wafer groups
k index of workstations
Mk number of machines at workstation k
Bk batch capacity (number of lots that can be 

processed together) of the machines at work-
station k (It is assumed in this study that all 
machines at the same workstation have the 
same capacity.)

pik processing time of lot i at workstation k 
zik waiting time limit of lot i between work-

station k and its successor workstation
t time point when the scheduling decision is to 

be made 
πik priority of lot i at workstation k, which is 

computed by using the priority function of a 
priority rule at time t

Lk set of all lots that are waiting at workstation 
k at time t


 set of time-constrained lots that are waiting at 

workstation k at time t

3.1 Algorithms for the pairs of a serial 
workstation and a serial workstation

Although this type of workstation pairs is composed 
of two serial-processing workstations, scheduling procedures 
for the two workstations are different. Each of the sche-
duling procedures is described in detail in the following.

(1) Scheduling procedure for the upstream serial- 
processing workstation

When a machine at the upstream serial-processing work-
station (USW) becomes available, priorities, π ik’s, of the 
lots that are waiting in the queue are computed using 
ES/RW2, and a wafer lot with the highest priority is 
selected. If the selected lot is not time-constrained or if 
it can be started at the downstream serial-processing 
workstation (DSW) within its waiting time limit after it 
is completed at the USW, the selected lot is scheduled 
at the machine immediately. On the other hand, if the 
selected lot is time-constrained and it cannot be started 
within the waiting time limit, a lot with the next high-
est priority is selected and whether this lot can be start-
ed is checked again. If all lots in the queue are time- 
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constrained and cannot be started within their waiting 
time limits, no lot is selected and the machine is kept 
idle until the next scheduling decision point, i.e., the 
time when another machine becomes available.

Since (future) start times of lots at the DSW cannot 
be known exactly at the time when the scheduling deci-
sion is made at the USW, we check whether the se-
lected lot can be started at the DSW within its waiting 
time limit using the following condition, 

t + pik + zik ≥ t + (1)

            ∈ ∪
    ,

where k and k+1 are the indices of the USW and 
DSW, respectively,   is the set of time-constrained 
lots that will arrive at workstation k in time interval [t, 
t + pik], and   is a scheduling parameter which is used 
to estimate the start times of time-constrained lots at 
the DSW. Here, Bk+1 is set to 1 since workstation k+1 
is a serial-processing workstation, but the value for   
should be selected through a test on a few candidate 
values. Note that the second term of the right-hand-side 
of (1) can be regarded as an estimated workload of the 
DSW due to the time-constrained lots. If the value for 
  is set to a larger value, it is less likely that the 
waiting time constraint of the selected time-constrained 
lot will be violated even though the selected lot is di-
rectly processed at the upstream workstation.

Since there is a time delay between the time when 
the scheduling decision for the USW is made and the 
time when the lot arrives at the DSW, for an accurate 
estimation of the workload of the DSW as well as for 
the computation of the right-hand-side of (1), it is nec-
essary to identify   as accurately as possible. Here, 
for the identification of   for each USW, a schedule 
during the time gap is obtained using the list scheduling 
method with ES/RW2 as the priority rule. Lots that be-
come available at workstation k within the time gap in 
the schedule are included in  . Note that there may 
be multiple USWs for a DSW because processing routes 
for different wafer lots may differ in the fab considered 
in this study.

The procedure of selecting and scheduling wafer lots 
at USWs can be summarized as follows. Here, N de-
notes the number of wafer lots waiting in the queue of 
the workstation being considered currently.

Procedure 1. (Lot selection/scheduling procedure for USW)

Step 1. When a machine becomes available at USW, 
compute priorities of the lots that are waiting 
in the queue for USW using a priority rule 
(ES/RW2 is used here).

Step 2. Let n ← 1.
Step 3. If the lot with the n-th highest priority is not 

time-constrained, schedule the lot, and exit 
from the procedure. Otherwise, go to step 4. 

Step 4. If the lot with the n-th highest priority sat-
isfies condition (1), schedule the lot, and exit. 
Otherwise, go to step 5.

Step 5. If n < N, let n ← n + 1, and go back to Step 
3. Otherwise, exit.

(2) Scheduling procedure for a downstream serial- 
processing workstation

If the above procedure is used for USWs, there may 
be cases in which urgent time-constrained lots cannot be 
started at a USW. Such cases occur if there are too 
many time-constrained lots at the DSW, since condition 
(1) cannot be satisfied. To prevent urgent time-con-
strained lots from waiting too long at the USW, time- 
constrained lots waiting at the DSW should be proc-
essed as early as possible. However, if the time-con-
strained lots are less urgent than other lots in the DSW, 
tardiness of these other lots may be increased by proc-
essing the time-constrained lots first at the DSW. 
Therefore, schedules at the DSW should be constructed 
by considering the effects of resulting schedules on 
time-constrained lots at the USW and DSW and non- 
time-constrained lots at the DSW.

We develop an urgency index for the DSW to con-
sider such effects. The urgency index is computed using 
three types of information related to the states of the 
USW and DSW, which are two ratios of the average 
priority values of time-constrained lots to that of all 
lots, and a workload ratio of the workload for time-con-
strained lots to that for all lots at the DSW at the time 
when the scheduling decision is to be made. The ur-
gency index for workstation k is given as

Uk = {․ek–1 + (1– )․ek} (2)

   
∈ 


∈
 ,

where ek≡min{(– πmin) / ( –πmin), 1} is the ra-
tio of priority values at workstation k. Here, πmin is the 
minimum priority value among all lots, and   and   
are the average values of the priorities of all lots and 
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of time-constrained lots that are waiting at workstation 
k, respectively. The priority value of a lot is computed 
by the priority function of ES/RW2 given in Section 2. 
If there are multiple upstream workstations for work-
station k, ek–1 is computed as if all lots waiting at the 
upstream workstations are waiting at a single (artificial) 
upstream workstation, i.e., workstation k–1.

If the urgency index of the DSW is smaller than a 
predetermined level (), priorities of time-constrained 
lots waiting at the DSW are increased with a multiplier,

∙  

   , (3)

where ri is the remaining waiting time limit of lot i 
(after it is completed at the USW), and   and   
are the longest and shortest remaining waiting time lim-
its of all time-constrained lots waiting at workstation k, 
respectively, and G is a parameter with a large value 
that should be pre-determined. (In this study, the value 
of G was set to 10000 after a test on several candidate 
values that range from 10 to 100000.) Then, the lot 
with the highest priority is selected and scheduled on 
the available machine at the DSW. By increasing prior-
ities of the time-constrained lots with this multiplier, we 
let these lots have higher priorities, i.e., smaller priority 
values, so that those lots have to be processed prior to 
the non-time-constrained lots. Also, time-constrained lots 
with shorter remaining waiting time limits will be proc-
essed earlier than those with longer remaining waiting 
time limits. The urgency index ranges from 0 to 1, and 
as the urgency index becomes closer to 0, it is more 
likely that the time-constrained lots waiting at the DSW 
are processed earlier than others.

The following summarizes the procedure for select-
ing/scheduling wafer lots at the DSW. 

Procedure 2. (Lot selection/scheduling procedure for DSW)

Step 1. When a machine becomes available at DSW, 
say workstation k, compute priorities, πik, of 
lots that are waiting in the queue of the 
workstation using a priority rule.

Step 2. If Uk <  , go to Step 3. Otherwise, go to Step 4.
Step 3. For all time-constrained lots i at workstation 

k, let πik ← πik∙  

   .

Step 4. Select a lot with the highest priority and 
schedule it on the machine at the workstation. 
Exit from the procedure.

3.2. Algorithms for the pairs of a serial 
workstation and a batch workstation

For serial-batch pairs, the procedure of selecting/ 
scheduling wafer lots at the upstream serial-processing 
workstation (USW) is the same as that for serial-serial 
pairs. In the procedure of downstream batch-processing 
workstation (DBW), when a machine becomes available, 
the urgency index for the DBW is computed with equa-
tion (2), which is used in the scheduling procedure for 
serial-serial pairs. If the index is smaller than the pre-
determined level, the priorities of the time-constrained 
lots, which are computed with ES/RW2, are increased 
with a multiplier given as 

  

   
∙





    



 



 .    (4)

Then, the average priority values of the groups are 
computed using the priority values of lots waiting at the 
DBW, and a wafer group with the smallest average pri-
ority value is selected for batching.

In batch-processing workstations, a batching rule is 
needed to make batching and scheduling decisions. In 
this research, we use a heuristic method suggested in 
Kim et al. (2001), called the modified dynamic batching 
heuristic (MDBH), for batching at the batch-processing 
machines. In this method, if the number of available 
lots of the selected group is greater than or equal to 
the batch capacity, a full batch is formed with the lots 
with smaller priority values and scheduled on the avail-
able machine immediately. Otherwise, we compare two 
alternatives for batching. One alternative is to form a 
batch with lots that are available at the current time, 
and the other is to form a batch with the currently 
available lots and another lot that is expected to arrive 
first (after the current time). The alternative with a less 
total weighted waiting time is selected. See Kim et al. 
(2001) for more details of MDBH.

If in a batch related to the first alternative there is 
any time-constrained lot for which the waiting time con-
straint will be violated if processing of the batch is de-
layed until the arrival of a new lot, this first alternative 
is selected and the batch is started immediately. 
Otherwise, the second alternative is selected, and in this 
case, no scheduling decision is made at the current time 
point, that is, the available machine is kept idle until a 
new lot arrives at the DBW.

The procedure for batching and scheduling wafer lots 
at the DBW is summarized below.
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Procedure 3. (Batch scheduling procedure for DBW)
Step 1. When a machine becomes available at DBW, 

say workstation k, compute priorities, πik’s, of 
wafer lots that are waiting in the queue of the 
workstation using a priority rule (ES/RW2 is 
used here). If Uk <  , go to Step 2. Otherwise, 
go to Step 3.

Step 2. For all time-constrained lots, i’s, let πik ← πik

  

  
∙





    



 



 .

Step 3. Select a wafer group with the smallest aver-
age priority value. If the number of available 
lots of the selected group is less than the 
batch capacity of the available machine, go to 
Step 4. Otherwise, form a batch with the lots 
with smaller priority values and schedule 
the batch on the machine, and exit from the 
procedure. 

Step 4. Select a batching alternative with the smaller 
total weighted waiting time between two alter-
natives for batching, one with the currently 
available lots and the other with the currently 
available lots and a lot that is expected to ar-
rive at DBW first. Check whether there is 
any time-constrained lot in the batch of the 
first alternative for which the waiting time 
constraint will be violated if processing of the 
batch is delayed until a new lot arrives. If 
there is one, schedule the batch of the first 
batch alternative on the available machine im-
mediately; otherwise, keep the available ma-
chine idle until a new lot arrives at DBW. 
Exit from the procedure.

3.3. Algorithms for the pair of a batch 
workstation and a batch workstation

The scheduling procedure for the downstream batch- 
processing workstation (DBW) of the batch-batch pair is 
identical to that for the DBW of serial-batch pairs. In 
the procedure for the UBW, when a machine becomes 
available at the upstream batch-processing workstation 
(UBW), priorities of the lots that are waiting in the 
queue are computed using a priority rule (ES/RW2 is 
used here too). Then, the average priority values of wa-
fer groups are computed by using priority values of time- 
constrained lots that satisfy condition (1) and non-time- 
constrained lots, and a wafer group is selected for bat-
ching. Batch scheduling is done as in MDBH.

The procedure for batch scheduling at the UBW can 

be summarized as follows. 

Procedure 4. (Batch scheduling procedure for UBW)

Step 1. When a machine becomes available at UBW, 
say workstation k, compute priorities of the 
lots that are waiting in the queue of the 
workstation using a priority rule, ES/RW2.

Step 2. For each wafer group associated with lots that 
are waiting at workstation k, compute the 
average priority value of associated time-con-
strained lots that satisfy condition (1) and 
non-time-constrained lots. Select a group with 
the least average priority value, and let f* be 
the index of the selected group.

Step 3. If the number of available lots of group f* is 
less than the batch capacity, go to Step 4. Other-
wise, form a full batch with the lots with smaller 
average priority values and schedule the batch 
on the available machine, and exit from the 
procedure. 

Step 4. Select a batching alternative with a smaller to-
tal weighted waiting time between two batch-
ing alternatives, one with the currently available 
lots and the other with the currently available 
lots and a lot that is expected to arrive at 
UBW first. If the first batching alternative is 
selected, schedule the batch on the available 
machine; otherwise, keep the available machine 
idle until a new lot arrives at UBW. Exit.

4. Simulation experiments

We performed simulation experiments to evaluate per-
formance of the suggested algorithms. For the experi-
ments, we constructed a simulation model and generated 
problem instances based on data of a fab in a semi-
conductor manufacturing company in Korea. The simu-
lation model (and the real fab data) can be summarized 
as follows.

1) The simulation model includes eight workstations, 
four serial-processing workstations (dry etching, 
metal, photolithography, and wet etching) and four 
batch-processing workstations (deposition, diffusion, 
ion implant, and polishing). There are approx-
imately 530 machines including 200 batch-process-
ing machines. Each workstation is composed of 
multiple identical machines.
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2) There are waiting time constraints between seven 
pairs of workstations, as given in <Table 2>. 
Approximately 40% of the lots for which the 
time-constraints are violated are scrapped, while 
about 60% of those are reworked at the upstream 
workstation.

3) There are approximately 1100 product types proc-
essed in the fab. 

4) Each product is composed of 3 to 31 layers of 
circuits with an average of 17, and the number of 
operations required for a product ranges from 36 
to 388 (with an average of 192).

5) The processing time of a wafer lot on a machine 
ranges from 5 to 430 minutes.

6) The waiting time limits for operation pairs with time 
constraints are set to one of 0.5, 1, 4, 8, and 24 
hours.

7) The number of wafers for each order ranges from 
25 to 300, and hence, the number of wafer lots 
for each order ranges from 1 to 12.

In the simulation model, the orders were generated 
based on the data in an order list of a real fab, in 
which 30 orders arrive daily on average (resulting in 
approximately 3000 wafers a day). According to the da-
ta, the due dates of the orders can be fit to the follow-
ing probability distribution, 

   
․TN(2.268, (0.90)2; 1.01, 6.03),     (5)

where Do is the due date of order o, ao is the arrival 
time of order o,   is the total processing time for all 
operations of order o, and TN(,   ; l, u) is a random 
number generated from the truncated normal distribution 
with mean , variance 2, lower limit l, and upper 
limit u. In the simulation tests, due dates of orders 
were randomly generated using (5). Note that in the re-
al fab considered in this study, the due dates are set 
considering various factors such as priorities of the cus-
tomers (strategic relationships with the customers), the 
current production plan and schedule in the fab, order 
volume, and/or the price of the wafers, and hence the 
range of the due dates is relatively large. Three scenar-
ios were considered. There is no urgent order in scenar-
io O1, and 5% and 10% of orders are urgent in scenar-
ios O2 and O3, respectively. Due dates of the urgent 
orders were set as      for order o in scenar-
ios O2 and O3. 

The limited waiting time constraint was imposed on 
the operation pairs (workstation pairs) based on real da-

ta (process plans for the products) in the simulation 
model. For example, the constraint was imposed on 
36% of pairs of consecutive diffusion and diffusion op-
erations, approximately 23% of pairs of consecutive wet 
etching and diffusion operations, and 6% of pairs of 
consecutive dry etching and wet etching operations. Overall, 
approximately 5% of all operation pairs for all product 
types in the fab have the waiting time constraints, and 
for each product type 10 operation pairs have the wait-
ing time constraints on average. 

To evaluate the performance of the scheduling meth-
ods suggested in this research, we obtained benchmark 
solutions using the method currently used in the semi-
conductor wafer fab considered in this research. In the 
fab, a list scheduling method with a simple slack rule 
was used at the time when this research was conducted. 
Note that the priority of lot i is computed as (di–Ri–t) 
in the slack rule. Also, a simple scheduling policy was 
used for dealing with the waiting time constraints. In 
the scheduling policy, there is no specific method for 
dealing with the waiting time constraints at upstream 
workstations, and the simple slack rule is used for sche-
duling. On the other hand, at downstream workstations, 
time-constrained lots are processed prior to non-time- 
constrained lots. In case of ties, a lot with the smallest 
remaining waiting time limit is scheduled first among 
time-constrained lots, while a lot with the least slack is 
scheduled first among non-time-constrained lots. At 
batch-processing workstations, the minimum batch size 
(MBS) rule was used for batching. This method will be 
denoted as REAL1 in this paper. It is obvious that if 
REAL1 is used for scheduling, time-constrained lots are 
processed first even if they are less urgent than non- 
time-constrained lots. 

In addition to REAL1, we tested another method, de-
noted as REAL2, which is the same as REAL1 except 
that ES/RW2 and MDBH are used instead of the simple 
slack rule and MBS rule, respectively, for scheduling 
non-time-constrained lots. Note that ES/RW2 and MDBH 
are known to work well for the objective of minimizing 
total tardiness of orders (Kim et al. 2001). Recall that 
in the successor-focused scheduling policy (SFSP) and 
the interdependent scheduling policy (ISP) as well, 
ES/RW2 and MDBH are used as priority rules for seri-
al-processing and batch-processing workstations, respec-
tively, without limited waiting time constraints. 

We generated 30 problem instances, 10 problems for 
each of the three scenarios related to the percentage of 
urgent orders. Four scheduling policies (REAL1, REAL2, 
SFSP, and ISP) were tested in the simulation experiments. 



A Scheduling Algorithm for Workstations with Limited Waiting Time Constraints in a Semiconductor Wafer Fabrication Facility 275

Table 3. Performance of the scheduling policies 

scenarios

REAL1 REAL2 SFSP ISP

total tardiness
PTO‡

total tardiness
PTO

total tardiness
PTO

total tardiness
PTO

PR† NBR* PR NBR PR NBR PR NBR

O1 0.0
(0.0)

0 4.7
(2.3)

17.1
(2.6)

0 3.8
(1.9)

37.3
(2.4) 

1 2.8
(0.8)

42.5
(4.2)

9 2.7
(0.7)

O2 0.0
(0.0)

0 25.7
(2.9)

16.3
(2.5)

0 19.7
(2.5)

38.7
(3.0) 

2 8.3
(3.7)

44.2
(2.4)

8 7.8
(2.8)

O3 0.0
(0.0)

0 42.9
(3.1)

17.4
(2.8)

0 33.6
(2.1)

38.9
(3.0) 

1 16.8
(3.9)

48.1
(1.8)

9 15.0
(3.6)

overall 0.0 0 24.4 16.9 0 19.1 38.4 4 9.3 45.0 26 8.5
†Average and standard deviation (in parenthesis) of percentage reduction in total tardiness obtained from each scheduling policy from that 

obtained from REAL1
‡Average and standard deviation (in parenthesis) of percentage of tardy orders
* The number of cases (out of 10, and out of 30 in the cells for overall results) in which the policy gave the best result 

The simulation model was coded with Factor/AIM, a 
simulation software package developed by Pritsker 
Corporation, with additional user codes written in the C 
programming language. The simulation experiments were 
performed on a personal computer with a Pentium IV 
processor operating at 3.2GHz clock speed. In each sim-
ulation run, the period of 6 months was simulated and 
results of the last 5 months were used for comparison.

Values of parameters used in the algorithms were de-
termined through a series of preliminary simulation tests. 
Although the results of the tests are not given here, the 
parameter values were set according to the results as 
follows: in ES/RW2, ω and δ were set to 11.0 and 
0.0001, respectively; in SFSP, τ and the minimum batch 
size (MBS) at batch-processing workstation k were set 
to 1 hour and Bk–1, respectively, where Bk is the ca-
pacity of a batch-processing machine in workstation k; and 
in ISP, α and   were set to 0.7 and 0.5, respectively.

Results of the simulation experiments are given in 
<Table 3>, which shows the average of the percentage 
reduction in total tardiness of the three scheduling poli-
cies (REAL2, SFSP and ISP) from that obtained from 
REAL1, the average percentage of (the number of) tar-
dy orders, and the number of cases in which each poli-
cy gave the best solution. As can be seen from the ta-
ble, SFSP and ISP worked better than the others. This 
may be because in ISP and SFSP the states of the lots 
waiting at the downstream workstations are considered 
when the scheduling decision is made at the upstream 
workstations as well, while in REAL1 and REAL2, the 
waiting time constraints are considered only at the 
downstream workstations. Between SFSP and ISP, ISP 

worked better possibly because a non-time-constrained 
lot may be processed prior to time-constrained lots at the 
downstream workstations if the former is very urgent.

As the percentage of urgent orders increases, the per-
formance gap (in terms of the percentage reduction and 
the percentage of tardy orders) between SFSP and ISP 
becomes larger. This may be because scheduling deci-
sions are made based on more up-to-date information in 
ISP than in SFSP. Recall that, under ISP, time-con-
strained lots are not processed prior to other lots at 
downstream workstations if the time-constrained lots are 
less urgent than those other lots so that more urgent 
(non-time-constrained) lots can be processed before the 
time-constrained lots. On the other hand, under SFSP, 
time-constrained lots have to be started in all cases in 
which the waiting time constraints would be violated if 
not started. That is, under ISP, more flexibility is given 
and more up-to-date information is used when schedul-
ing decisions are made. REAL2 worked better than 
REAL1 although the same simple scheduling method is 
used for dealing with the limited waiting time con-
straints in both policies. This shows that ES/RW2 and 
MDBH work better than the methods used in the real 
system. REAL1 did not work well as expected because 
time-constrained lots are always processed first even 
though they are not urgent at downstream workstations.

To see how the relative performance of the scheduling 
policies changes when the number of time-constrained 
lots is increased, we performed an additional series of 
simulation tests. In this series of tests, we considered 
three constraint-related scenarios (scenarios C1, C2 and 
C3) varying the number of time-constrained lots for 
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Table 4. Performance of the scheduling policies for all scenario combinations

scenario 
combinations

REAL1 REAL2 SFSP ISP

PR† PTO‡ PCV* PR PTO PCV PR PTO PCV PR PTO PCV

O1

C1 0.0
(0.0)

4.7
(2.3)

0.2
(0.1)

17.1
(2.6)

3.8
(1.9)

0.2
(0.1)

37.3
(2.4)

2.8
(0.8)

0.0
(0.0)

42.5
(4.2)

2.7
(0.7)

1.1
(0.3)

C2 0.0
(0.0)

11.7
(3.4)

1.1
(0.3)

15.8
(1.9)

9.2
(2.5)

1.0
(0.5)

39.2
(3.8)

2.2
(0.9)

0.0
(0.0)

45.2
(2.8)

1.9
(0.7)

1.1
(0.4)

C3 0.0
(0.0)

24.3
(3.4)

1.9
(0.5)

13.3
(3.1)

17.3
(2.7)

1.9
(0.6)

41.0
(2.6)

3.9
(0.9)

0.0
(0.0)

49.4
(2.6)

3.2
(0.8)

1.4
(0.3)

O2

C1 0.0
(0.0)

25.7
(2.9)

0.6
(0.2)

16.3
(2.5)

19.7
(2.5)

0.6
(0.3)

38.7
(3.0)

8.3
(3.7)

0.0
(0.0)

44.2
(2.4)

7.8
(2.8)

1.1
(0.3)

C2 0.0
(0.0)

37.0
(2.8)

2.2
(0.5)

15.7
(2.0)

26.4
(2.7)

1.6
(0.6)

42.2
(4.4)

13.7
(3.2)

0.0
(0.0)

48.0
(1.9)

10.6
(2.9)

1.3
(0.3)

C3 0.0
(0.0)

52.2
(3.3)

3.1
(0.7)

12.0
(3.0)

37.4
(4.1)

2.5
(0.7)

41.5
(4.4)

20.8
(3.9)

0.0
(0.0)

48.7
(2.9)

18.2
(3.9)

1.7
(0.4)

O3

C1 0.0
(0.0)

42.9
(3.1)

1.0
(0.3)

17.4
(2.8)

33.6
(2.1)

1.0
(0.3)

38.9
(3.0)

16.8
(3.9)

0.0
(0.0)

48.1
(1.8)

15.0
(3.6)

1.3
(0.4)

C2 0.0
(0.0)

49.8
(3.5)

3.1
(0.7)

13.4
(2.1)

47.1
(2.4)

2.5
(0.5)

39.1
(3.3)

28.1
(3.8)

0.0
(0.0)

49.8
(2.3)

22.0
(4.1)

1.4
(0.3)

C3 0.0
(0.0)

63.9
(2.7)

3.6
(0.8)

13.1
(2.4)

54.1
(2.4)

3.1
(0.7)

43.8
(3.1)

40.0
(4.2)

0.0
(0.0)

53.6
(2.9)

34.3
(4.1)

1.8
(0.5)

overall 0.0 34.8 1.9 14.9 27.6 1.6 40.2 15.1 0.0 47.7 12.9 1.4
†Average and standard deviation (in parenthesis) of percentage reduction in total tardiness obtained from each scheduling policy from that 

obtained from REAL1
‡Average and standard deviation (in parenthesis) of percentage of tardy orders
* Average and standard deviation (in parenthesis) of percentage of the lots for which the waiting time constraints are violated

each of the three order-related scenarios (scenario O1, 
O2 and O3). In scenario C1, the real fab data (used in 
the first series of tests) were used without modification, 
while the numbers of operation pairs with the limited 
waiting time constraints were increased by 10% and 
20% in scenarios C2 and C3, respectively. We generated 
90 problem instances, 10 problems for each of the nine 
scenario combinations. <Table 4> shows the average 
percentage reduction in total tardiness from that of 
REAL1, the average percentage of tardy orders, and the 
average percentage of the lots for which the waiting 
time constraints were violated, for the four scheduling 
policies (REAL1, REAL2, SFSP and ISP). The results for 
the average percentage reduction in total tardiness are 
given in <Figure 1> for a better exposition.

As can be seen from the table and figure, ISP showed 
consistently better performance (in terms of total tardi-
ness) than the others for all nine scenario combinations. 
ISP reduced total tardiness by more than a half com-
pared to that from REAL1. Such reduction in the total 
tardiness is larger when there are more urgent orders 

and there are more time-constrained orders, when the 
scheduling problem is generally considered more difficult. 
This may be because better scheduling decisions can be 
made under ISP by not only the procedures for dealing 
with the waiting time constraints effectively but also the 
use of the most up-to-date information on the fab states, 
especially when the scheduling complexity in the fab is 
high. ISP worked best for the measure of the number 
of tardy orders as well, although there are slightly more 
operation pairs for which the limited waiting time con-
straints are violated compared with SFSP. In the simu-
lation results, the waiting time constraints for less than 
2% of the lots are violated, and the majority of wafers 
of which the waiting time constraints are violated can 
be reworked at the upstream workstations. In the fab 
under consideration, the cost incurred by such violation 
of the waiting time constraints is considered to be sig-
nificantly lower than the cost incurred due to due date 
violation (tardiness penalty paid to the customers or loss 
of goodwill). Recall that we focus on the semiconductor 
wafer fab which produces customized products such as 



A Scheduling Algorithm for Workstations with Limited Waiting Time Constraints in a Semiconductor Wafer Fabrication Facility 277

10

20

30

40

50

60

O1 O2 O3

PR
 (

to
ta

l t
ar

di
ne

ss
)

REAL2
SFSP
ISP

(a) For different scenarios related to urgent orders

 
10

20

30

40

50

60

C1 C2 C3

PR
 (t

ot
al

 ta
rd

in
es

s)

REAL2
SFSP
ISP

(b) For different scenarios related to waiting time constraint

Figure 1. Performance of the scheduling policies for different scenarios

Table 5. Result of the paired t-tests

Scenarios Results†

Order-related

O1 ISP (45.7)≻SFSP (40.5) ≻REAL2 (15.4) ≻REAL1 (0.0)

O2 ISP (47.0) ≻SFSP (39.7) ≻REAL2 (14.4) ≻REAL1 (0.0)

O3 ISP (50.5) ≻SFSP (40.2) ≻REAL2 (14.5) ≻REAL1 (0.0)

Constraint-related

C1 ISP (45.0) ≻SFSP (37.6) ≻REAL2 (17.8) ≻REAL1 (0.0)

C2 ISP (47.7) ≻SFSP (39.8) ≻REAL2 (13.9) ≻REAL1 (0.0)

C3 ISP (50.6) ≻SFSP (43.1) ≻REAL2 (12.7) ≻REAL1 (0.0)

overall ISP (47.7) ≻SFSP (40.2) ≻REAL2 (14.9) ≻REAL1 (0.0)

†“A≻B” denotes that there is statistically significant difference at the significance level of 0.01 between policies A and B, that is, 
percentage reduction of policy A is larger than that of policy B. The average percentage reduction is given in the parenthesis.

Table 6.  Flow time of the lots 

scenario 
combinations REAL1 REAL2 SFSP ISP

O1
C1   2.13 (0.61)† 2.07 (0.58) 2.05 (0.53) 2.04 (0.53)
C2 2.19 (0.65) 2.13 (0.59) 2.06 (0.55) 2.05 (0.55)
C3 2.28 (0.73) 2.19 (0.67) 2.10 (0.56) 2.05 (0.53)

O2
C1 2.15 (0.63) 2.09 (0.60) 2.05 (0.55) 2.06 (0.60)
C2 2.23 (0.66) 2.12 (0.64) 2.09 (0.58) 2.09 (0.60)
C3 2.31 (0.76) 2.19 (0.71) 2.11 (0.58) 2.09 (0.58)

O3
C1 2.15 (0.66) 2.12 (0.64) 2.07 (0.60) 2.10 (0.64)
C2 2.25 (0.69) 2.16 (0.67) 2.10 (0.59) 2.12 (0.67)
C3 2.36 (0.79) 2.21 (0.73) 2.16 (0.62) 2.13 (0.67)

overall 2.23 (0.68) 2.14 (0.65) 2.09 (0.57) 2.09 (0.59)
†Average and standard deviation (in parenthesis) of the ratio of the flow time to the total processing time of the lots

system LSI products.
To see if there is significant difference in the per-

formance of the scheduling policies in terms of total 

tardiness, we performed a series of paired t-tests, and the 
results are given in <Table 5>. There were significant 
differences in the (reduction percentages of) total tardi-



278 Byung-Jun Joo․Yeong-Dae Kim․June-Young Bang

ness at the significance level of 0.01 among the sched-
uling policies, including those between ISP and SFSP, 
for all scenarios. This means that good policies/algo-
rithms work consistently better than the others regardless 
of problem characteristics.

To see if there is significant difference in the per-
formance of the scheduling policies in terms of total 
tardiness, we performed a series of paired t-tests, and 
the results are given in <Table 5>.

Finally, flow times of the lots resulting from the four 
policies are given in <Table 6>. The table shows the 
average and the standard deviation of the ratio of the 
flow time to the total processing time of the lots. Paired 
t-tests showed that there are significant differences (at the 
significance level of 0.01) between the flow time under 
ISP and those under REAL1 and REAL2. However, there 
is no significant difference between the flow times of ISP 
and SFSP. Considering the outperformance of ISP over 
other methods in terms of tardiness and/or flow time, 
we can argue that ISP is an effective and viable meth-
od for scheduling lots in wafer fabs with waiting time 
constraints.

5. Concluding remarks

In this study, we considered a scheduling problem in 
a semiconductor wafer fabrication facility in which there 
are limited waiting time constraints between certain pairs 
of consecutive operations. We presented a new scheduling 
policy, called the interdependent scheduling policy, in 
which scheduling decisions for waiting time-constrained 
lots are made based on up-to-date information of the 
fab and progresses of wafer lots. From a series of sim-
ulation tests, it was found that the suggested scheduling 
policy worked better than existing policies. We expect 
that the scheduling policy suggested in this study can 
be easily adopted in real fabs with limited waiting con-
straints, since the suggested scheduling method employs a 
priority-rule-based scheduling procedure, which can be 
easily implemented and is generally used in practice.

Minimization of tardiness of orders was considered as 
the objective of the scheduling problem in this research, 
since meeting due dates of customers’ orders was con-
sidered the most important operational objective in the 
fab considered in this study, which produces many dif-
ferent types of products according to the customers’ orders. 
However, one may need to consider other objectives, such 
as those related to costs, production lead time or throu-

ghput, for other types of fabs, in which a small number 
of product types are produced in large volume. For in-
stance, in many fabs that produce wafers for memory- 
type products such as random access memory or flash 
memory, there may not be tightly managed due dates 
for orders, or meeting due dates of customer orders 
may be less important. Also, cost incurred by wafer 
loss or rework due to the violation of the waiting time 
constraints may be considered more important in certain 
cases.

References

Anderson, E. J. and Nyirenda, J. C. (1990), Two New Rules to 
Minimize Tardiness in a Job Shop, International Journal of 
Production Research 28(12), 2277-2292.

Artigues, C., Dauzere-Peres, S., Derreumaux, A., Sibille, O., and 
Yugma, C. (2006), A Batch Optimization Solver for Diffusion 
Area Scheduling in Semiconductor Manufacturing, Proc. 2006 
IFAC International Symposium on Information Control Problems 
in Manufacturing 727-732.

Caumond, A. and Lacomme, P. (2008), A Memetic Algorithm for 
the Job-shop with Time-lags, Computers and Operational Research 
35(7), 2331-2356.

Chen, J. S. and Yang, J. S. (2006), Model Formulations for the Machine 
Scheduling Problem with Limited Waiting Time Constraints, 
Jornal of Information and Optimization Sciences 27(1), 225-240.

Chern C. C. and Huang, K. L. (2004), A Heuristic Input Control 
Method for a Single-product, High-volume Wafer Fabrication 
Process to Minimize the Number of Photomask Changes, Journal 
of Manufacturing Systems 23(1), 30-45.

Chun, K.-W. and Hong, Y. (1996), Batch Sizing Heuristic for 
Batch Processing Workstations in Semiconductor Manufacturing, 
Journal of the Korean Institute of Industrial Engineers 22(2), 
231-245.

Dabbas R. M. and Fowler, J. W. (2003), A New Scheduling App-
roach using Combined Dispatching Criteria in Wafer Fabs, 
IEEE Transactions on Semiconductor Manufacturing 16(3), 
501-510.

Duwayri, Z., Mollaghasemi, M., Nazzal, D., and Rabadi, G. (2006), 
Scheduling Setup Changes at Bottleneck Workstations in Semi-
conductor Manufacturing, Production Planning and Control 17(7), 
717-727.

Fondrevelle, J., Oulamara, A., and Portmann, M. C. (2006), 
Permutation Flowshop Scheduling Problems with Maximal and 
Minimal Time Lags, Computers and Operations Research 33(6), 
1540-1556.

Fowler, J. W., Hogg, G. L., and Phillips, D. T. (2000), Control 
of Multiproduct Bulk Server Diffusion/oxidation Processes. 
Part 2: Multiple Servers, IIE Transactions 32(2), 167-176.

Garey, M. R. and Johnson, D. S. (1975), Complexity Results for 
Multiprocessor Scheduling Under Resource Constraints, SIAM 
Journal on Computing 4(4), 397-411.

Glassey, C. R. and Weng, W. W. (1991), Dynamic Batching Heu-



A Scheduling Algorithm for Workstations with Limited Waiting Time Constraints in a Semiconductor Wafer Fabrication Facility 279

ristic for Simultaneous Processing, IEEE Transactions on Sem-
iconductor Manufacturing 4(2), 77-82.

Gurnani, H., Anupindi, R., and Akella, R. (1992), Control of 
Batch Processing Systems in Semiconductor Wafer Fabrication 
Facilities, IEEE Transactions on Semiconductor Manufacturing 
5(4), 319-328.

Hodson, A., Muhlemann A. P., and Price, D. H. R. (1985), A 
Microcomputer based Solution to a Practical Scheduling Problem, 
Journal of the Operational Research Society 36(10), 903-914.

Hsieh, B.-W., Chen, C.-H., and Chang, S.-C. (2001), Scheduling 
Semiconductor Wafer Fabrication by using Ordinal Optimization- 
based Simulation, IEEE Transactions on Robotics and Auto-
mation 17(5), 599-608.

Hung, Y. F. (1998), Scheduling of Mask Shop E-beam Writers. 
IEEE Transactions on Semiconductor Manufacturing 11(1), 
165-172

Johri, P. K. (1993), Practical Issues in Scheduling and Dispatch-
ing in Semiconductor Wafer Fabrication, Journal of Manufa-
cturing Systems 12(6), 474-485.

Joo, B.-J. and Kim, Y.-D. (2009), A Branch and Bound Algor-
ithm for a Two-machine Flowshop Scheduling Problem with 
Limited Waiting Time Constraints, Journal of the Operational 
Research Society 60(4), 572-582.

Kim, Y.-D., Bang J.-Y., An K.-Y., and Lim, S.-K. (2008), A 
Due-date based Algorithm for Lot-order Assignment in a 
Semiconductor Wafer Fabrication Facility, IEEE Transactions 
on Semiconductor Manufacturing 21(2), 209-216.

Kim, Y.-D., Kim, J.-G., Choi, B., and Kim, H.-U. (2001), Produc-
tion Scheduling in a Semiconductor Wafer Fabrication Facility 
Producing Multiple Product Types with Distinct Due Dates, IEEE 
Transactions on Robotics and Automation 17(5), 589-598.

Kim, Y.-D., Kim, J.-U., Lim, S.-K., and Jun, H.-B. (1998a), 
Due-date Based Scheduling and Control Policies in a Multi-
product Semiconductor Wafer Fabrication Facility, IEEE Tran-
sactions on Semiconductor Manufacturing 11(1), 155-164.

Kim, Y.-D., Lee, D.-H., Kim, J.-U., and Roh, H.-K. (1998b), A 
Simulation Study on Lot Release Control, Mask Scheduling 
and Batch Scheduling in Semiconductor Wafer Fabrication Fa-
cilities, Journal of Manufacturing Systems 17(2), 107-117.

Kim, Y.-D., Shim, S.-O., Choi, B., and Hwang, H. (2003), 
Simplification Methods for Accelerating Simulation-based Real- 
time Scheduling in a Semiconductor Wafer Fabrication Facility, 
IEEE Transactions on Semiconductor Manufacturing 16(2), 
290-298.

Kim, S., Yea, S.-H., Kim, B. (2002), Shift Scheduling for 
Steppers in the Semiconductor Wafer Fabrication Process, IIE 
Transactions 34(2), 167-177.

Kumar, P. R. (1994), Scheduling Semiconductor Manufacturing 
Plants, IEEE Control Systems 14(6), 33-40.

Lee, G.-C., Kim, Y.-D., Kim, J.-G., Choi, S.-H. (2003), A 
Dispatching Rule-based Approach to Production Scheduling in 
a Printed Circuit Board Manufacturing System, Journal of the 
Operational Research Society 54(1), 1038-1049.

Lee, Y. H., Park, J., and Kim, S. (2002), Experimental Study on 
Input and Bottleneck Scheduling for a Semiconductor Fabricat-
ion Line, IIE Transactions 34(2), 179-190.

Li, S., Tang, T., Collins, D. W. (1996), Minimum Inventory Vari-

ability Schedule with Applications in Semiconductor Fabricati-
on, IEEE Transactions on Semiconductor Manufacturing 9(1), 
145-149.

Liao, D.-Y., Chang S.-C., Pei, K.-W., and Chang, C.-M. (1996), 
Daily Scheduling for R&D Semiconductor Fabrication, IEEE 
Transactions on Semiconductor Manufacturing 9(4), 550-561.

Lu, S. C. H., Ramaswamy, D., and Kumar, P. R. (1994), Efficient 
Scheduling Policies to Reduce Mean and Variance of Cycle- 
time in Semiconductor Manufacturing Plants, IEEE Transactions 
on Semiconductor Manufacturing 7(3), 374-388.

Min, H.-S. and Yih, Y. (2003), Selection of Dispatching Rules 
on Multiple Dispatching Decision Points in Real-time Schedu-
ling of a Semiconductor Wafer Fabrication System, Interna-
tional Journal of Production Research 41(16), 3921- 3941.

Robinson, J. K. and Giglio, R. (1999), Capacity Planning for 
Semiconductor Wafer Fabrication with Time Constraints be-
tween Operations, Proc. 1999 Winter Simulation Conference, 
880-887.

Scholl, W. and Domaschke, J. (2000), Implementation of Modeling 
and Simulation in Semiconductor Wafer Fabrication with Time 
Constraints between Wet Etch and Furnace Operations, IEEE 
Transactions on Semiconductor Manufacturing 13(3) 273-277.

Sheen, G. J. and Liao, L. W. (2007), A Branch and Bound Al-
gorithm for the One-machine Scheduling Problem with Mini-
mum and Maximum Time Lags, European Journal of Opera-
tional Research 181(1), 102-116.

Sloan. T. and Shanthikumar, J. G. (2002), Using In-line Equip-
ment Condition and Yield Information for Maintenance Sche-
duling and Dispatching in Semiconductor Wafer Fabs, IIE Tran-
sactions 34(2), 191-209.

Sourirajan, K., Uzsoy, R. (2007), Hybrid Decomposition Heuri-
stics for Solving Large-scale Scheduling Problems in Semicon-
ductor Wafer Fabrication, Journal of Scheduling 10(1), 41-65.

Su, L.-H. (2003), A Hybrid Two-stage Flowshop with Limited 
Waiting Time Constraints, Computers and Industrial Engineer-
ing 44(3), 409-424.

Upasani, A. A., Uzsoy, R., and Sourirajan, K. (2006), A Problem 
Reduction Approach for Scheduling Semiconductor Wafer Fab-
rication Facilities, IEEE Transactions on Semiconductor Manu-
facturing 19(2), 216-225.

Wein, L. M. (1988), Scheduling Semiconductor Wafer Fabricati-
on, IEEE Transactions on Semiconductor Manufacturing 1(3), 
115-130.

Weng, W. W. and Leachman, R. C. (1993), An Improved Me-
thodology for Real-time Production Decisions at Batch-process 
Work Stations, IEEE Transactions on Semiconductor Manufac-
turing 6(3), 219-225.

Wikum, E. D., Llewellyn, D. C., and Nemhauser, G. L. (1994), 
One-machine Generalized Precedence Constrained Scheduling 
Problems, Operations Research Letters 16(2), 87-99.

Yang, D.-L. and Chern, M.-S. (1995), Two-machine Flowshop 
Sequencing Problem with Limited Waiting Time Constraints, 
Computers and Industrial Engineering 28(1), 63-70.

Yildirim, M. B., Duman, E., and Duman, D. (2006), Dispatching 
Rules for Allocation of Component Types to Machines in the 
Automated Assembly of Printed Circuit Boards, Lecture Notes 
in Computer Science 4263(1), 55-64.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


